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Spray Cooling With Ammonia on
Microstructured Surfaces:
Performance Enhancement and
Hysteresis Effect
Experiments were performed to investigate spray cooling on microstructured surfaces.
Surface modification techniques were utilized to obtain microscale indentations and pro-
trusions on the heater surfaces. A smooth surface was also tested to have baseline data
for comparison. Tests were conducted in a closed loop system with ammonia using RTI’s
vapor atomized spray nozzles. Thick film resistors, simulating heat source, were mounted
onto 1�2 cm2 heaters, and heat fluxes up to 500 W /cm2 (well below critical heat flux
limit) were removed. Two nozzles each spraying 1 cm2 of the heater area used
96 ml /cm2 min �9.7 gal / in.2 h� liquid and 13.8 ml /cm2 s �11.3 ft3 / in.2 h� vapor flow
rate with only 48 kPa (7 psi) pressure drop. Comparison of cooling curves in the form of
surface superheat ��Tsat�Tsurf �Tsat� versus heat flux in the heating-up and cooling-
down modes (for increasing and decreasing heat flux conditions) demonstrated substan-
tial performance enhancement for both microstructured surfaces over smooth surface. At
500 W /cm2, the increases in the heat transfer coefficient for microstructured surfaces
with protrusions and indentations were 112% and 49% over smooth surface, respectively.
Moreover, results showed that smooth surface gives nearly identical cooling curves in the
heating-up and cooling-down modes, while microstructured surfaces experience a hys-
teresis phenomenon depending on the surface roughness level and yields lower surface
superheat in the cooling-down mode, compared with the heating-up mode, at a given heat
flux. Microstructured surface with protrusions was further tested using two approaches to
gain better understanding on hysteresis. Data indicated that microstructured surface
helps retain the established three-phase contact lines, the regions where solid, liquid, and
vapor phases meet, resulting in consistent cooling curve and hysteresis effect at varying
heat flux conditions (as low as 25 W /cm2 for the present work). Data also confirmed a
direct connection between hysteresis and thermal history of the heater.
�DOI: 10.1115/1.3089553�

Keywords: heat transfer, thermal management, electronics cooling, two-phase, enhanced
surfaces, hysteresis
Introduction
In light of cooling requirements of today’s high heat flux gen-

rating devices, spray cooling continues to be a viable solution for
wide range of applications from electronics to laser systems to

irected-energy weapons. Spray cooling has been demonstrated to
emove high heat fluxes, provide uniform device temperatures,
nd use relatively low coolant flow rates enabling design of com-
act and lightweight thermal management systems.

Although a vast amount of research has been done on heat
ransfer enhancement in general, studies focusing on spray cool-
ng enhancement are fairly limited. In early works, Pais et al. �1�
nd Sehmbey et al. �2� examined the effects of surface roughness
nd contact angle using water with air atomized nozzle at flow
ates up to 85 ml /cm2 min water and 400 ml /cm2 s air and
ound enhancement in the heat transfer coefficient with decreasing
urface roughness and increasing contact angle. They obtained
eat fluxes up to 1250 W /cm2 at 11°C surface superheat on ul-
rasmooth �Ra=0.3 �m� copper surface.

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received April 1, 2008; final manuscript received
ecember 15, 2008; published online May 5, 2009. Review conducted by Roger
chmidt. Paper presented at the 2008 ASME Heat Transfer, Fluids, Energy, Solar,

nd Nano Conferences �HTFESN2008�, Jacksonville, FL, August 10–14, 2008.

ournal of Heat Transfer Copyright © 20
Kim et al. �3� investigated spray cooling enhancement on mi-
croporous coated surfaces using water at flow rates up to
1.5 ml /cm2 min. The porous layer was fabricated using a mixture
of methyl-ethyl-keytone �MEK�, epoxy, and aluminum powder,
and its maximum thickness was 500 �m. They found that the
critical heat flux �CHF� increased by 50% relative to the uncoated
surface. However, the highest heat flux reached was 3.2 W /cm2

at 65°C surface superheat due to very low flow rates.
Stodke and Stephan �4� studied spray cooling on microstruc-

tured and microporous surfaces using water at 60 mbar system
pressure and 85 ml /cm2 min flow rate. Pyramidal microgrooves
and micropyramids with 75 �m height increased the wetted area
by a factor of 1.4. Porous layer with 100 �m thickness was very
similar to that used by Kim et al. �3� and created with the same
ingredients. A maximum heat flux of 97 W /cm2 was observed for
the micropyramid surface compared with 30 W /cm2 for the flat
surface, both at a surface superheat of 12°C. This enhancement
was much larger than the surface area enhancement. However,
microporous surface caused a significant degradation in heat
transfer compared with the uncoated surface resulting in
14 W /cm2, the maximum heat flux at 12°C superheat due to the
poor thermal conductivity of the epoxy binder.

Amon et al. �5� and Hsieh and Yao �6� performed spray cooling
experiments with water using 1�2 nozzle array at very low flow

2
rates of up to 4.41 ml /cm min on square microstuds with

JULY 2009, Vol. 131 / 071401-109 by ASME
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60–480 �m heights. This surface texture on silicon was found
o have little effect in the single phase and dry out regimes. The
uthors attributed the higher heat transfer observed for the micro-
extured surfaces in the intermediate regimes to more effective
preading of the liquid by capillary forces. The maximum heat
ux achieved was just over 50 W /cm2 at 55°C surface superheat.
Silk et al. �7� investigated the effect of surface geometry in

pray cooling with PF-5060 using 2�2 nozzle array at
6 ml /cm2 min flow rate. They used embedded structures
dimples, pores, and tunnels� and compound extended structures
straight fins, cubic pin fins, and dimples� all in the order of 1 mm
ize. Of these macrostructured surfaces, straight fins and porous
unnels performed the best providing a CHF of 175 W /cm2 for
assy conditions at surface superheats of up to 36°C and offered
HF enhancement of 62% over a flat surface.
Coursey et al. �8� recently performed spray cooling tests focus-

ng on straight fin geometry with heights between 0.25 mm and 5
m. They used PF-5060 at flow rates up to 62 ml /cm2 min and

ound that fin heights between 1 mm and 3 mm were optimum for
eat fluxes up to 124 W /cm2 at 19°C surface superheat.

Most of the mentioned efforts �3–8� used various pressure at-
mized nozzles. Pais et al. �1� and Sehmbey et al. �2� employed
ir atomized nozzles in their tests where air flow field was thought
o help thin the liquid film and maintain lower coolant partial
ressures at evaporation surface eventually yielding higher heat
ransfer coefficients.

Besides the evaluation of heat transfer enhancement, none of
he previous spray cooling research on surface effects �1–8� re-
orted a hysteresis phenomenon, which results in lower surface
uperheats in cooling-down mode, compared with heating-up
ode at a given heat flux. Many nucleate pool boiling literature,

owever, addressed hysteresis issue especially with highly wetting
iquids such as R-113 and FC-72.

Bergles and Chyu �9� and Marto and Lepere �10� were among
he first to mention boiling hysteresis known as “temperature ex-
ursion” or “temperature overshoot” hysteresis, which manifests
tself with large temperature drops on surface when nucleation
tarts.

Shi et al. �11� later observed another type of boiling hysteresis
nd described it as “temperature deviation” hysteresis. This hys-
eresis caused temperature deviation between the cooling curves
n the heating-up and cooling-down modes. Lower surface super-
eats occurred in the cooling-down mode of fully developed
ucleate boiling regime and distinguished itself from the tempera-
ure overshoot hysteresis that occurs at boiling incipience.

Fig. 1 Schematic of
Several mechanisms can be identified in explaining boiling hys-

71401-2 / Vol. 131, JULY 2009
teresis. One of these, recognized since the early works, was “va-
por gathering” where nucleation site, initially flooded with highly
wetting fluid, requires a large surface superheat for the first bubble
departure, but retains enough vapor afterward, enabling boiling at
much lower surface superheat. In other mechanisms, early grow-
ing bubbles help neighboring cavities, which retained less or no
residual gas, and activate at lower surface superheats by “vapor
propagation” �for nonwetting fluids� and “vapor covering” �for
wetting fluids�. Shi et al. �11� concluded that vapor gathering,
vapor propagation, and vapor covering are the main mechanisms
of temperature overshoot hysteresis, while further vapor propaga-
tion causes temperature deviation hysteresis.

Hwang and Kaviany �12�, on the other hand, used microporous
surfaces in their boiling tests and observed temperature deviation
hysteresis with an opposite trend where cooling-down mode re-
sulted in higher surface superheats, compared with heating-up
mode, at a given heat flux. They thought that the hysteresis was
caused by the trapped vapor within the porous layer, which de-
creases the effective conductivity.

The main objectives of the present study can be summarized as
to investigate performance enhancement and hysteresis effect in
spray cooling of microstructured surfaces. This work uses vapor
atomized nozzles with anhydrous ammonia as coolant that would
enable high heat flux devices, such as laser diodes, to operate at
room temperatures. Two types of microstructured surfaces with
indentations and protrusions along with a smooth surface were
tested to generate cooling curves, compare their performance, and
determine heat transfer enhancement. Additional experiments with
one of the microstructured surfaces were performed to gain better
understanding of hysteresis in spray cooling.

2 Experimental Setup and Procedure
Experiments were conducted in a closed loop spray cooling

system. Figure 1 includes the schematic of the system where main
components are reservoir, 1�2 nozzle array, subcooler, con-
denser, and pump. In this setup, the reservoir supplies ammonia
liquid and vapor to the nozzle array. Liquid and vapor mixes in
the atomizer nozzles, and the resulting spray cools a 1�2 cm2

heater where heat source thick film resistors are mounted. Exhaust
from 1�2 nozzle array slightly subcools the incoming liquid sup-
ply in a small heat exchanger before flowing into the larger heat
exchanger to condense. Finally, RTI’s two-phase pump takes the
liquid and vapor ammonia and transfers it back to the reservoir,
providing the pressure difference that is needed to drive ammonia

experimental setup
the
in the cycle and generate the spray. A separate air-cooled R-22

Transactions of the ASME
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ycle is employed to reject heat from the ammonia cycle to the
mbient. The system allows controlling flow rates and pressures
cross the nozzle array and is equipped with computer controlled
ata acquisition system for accurate data recording.

2.1 Working Fluid. Anhydrous ammonia �Refrigerant 717�
as the working fluid used in the present work. Ammonia has the

econd highest latent heat of vaporization after water among re-
rigerants �1368 kJ/kg and 2257 kJ/kg, respectively, at atmo-
pheric pressure� that enables high heat flux removal. For appli-
ations that require low temperature device operation, ammonia
ecomes advantageous to water by offering lower saturation tem-
erature at a given pressure, compared with water. Ammonia,
owever, is not compatible with all of the commonly used engi-
eering materials and requires careful material selection and de-
ign.

2.2 Spray Nozzle. RTI’s highly compact 1�2 vapor atom-
zed nozzle array, shown in Fig. 2, was used in all tests. In these
ozzles a fine liquid stream is injected into a high velocity vapor
tream. The shear force created by the vapor stream atomizes the
iquid into fine droplets that are ejected from the nozzle orifice.

2.3 Heaters and Spray Surfaces. Heaters had a 1�2 cm2

pray surface area, and aluminum was selected as heater material
ue to its compatibility with ammonia. Heat source was simulated
sing two of 1 cm2 thick film resistors soldered into the heater’s
ack surface. Heat flux was determined from the total power sup-
lied into thick film resistors per unit base area �q�=V · I /A�. The
eater temperature was monitored with four type-T thermocouples
mbedded halfway in the heater wall and spaced equally across
he 2 cm2 area, as indicated in Fig. 2. Temperature spread re-
ulted from four thermocouples did not exceed �1°C at

2 2

ig. 2 RTI’s 1Ã2 vapor atomized nozzle array „a…, 1Ã2 heater
b…, and entire nozzle array-heater assembly „c…
00 W /cm and �1.5°C at 500 W /cm , indicating uniform

ournal of Heat Transfer
cooling across the surface. Spray surface temperature was calcu-
lated by extrapolating average of four thermocouple readings
through the known distance to surface and assuming steady 1D
conduction through heater wall �Tsurf=TCavg− �q� ·x� /k�. In prac-
tice, when thick film resistors are replaced with the actual device
�such as laser diodes�, temperature at the mounting surface can be
estimated by starting with surface superheat, extrapolating it
through the actual wall thickness, used in that particular design,
and adding the saturation temperature of ammonia at the system
operation pressure.

Test heaters had two types of microstructured spray surfaces,
fabricated using RTI’s surface modification techniques, along with
a smooth one for comparison. One of the heaters had indentations
with Ra of 2–2.5 �m and referred to as “micro-i” �microstruc-
tured with indentations�, while the other heater had protrusions
with Ra of 15.0–16.0 �m and referred to as “micro-p” �micro-
structured with protrusions�. Heater with smooth surface had Ra of
0.3–0.5 �m. Figure 3 illustrates typical microstructured surfaces
of both types and presents scanning electron microscope �SEM�
images at different magnifications. In addition to its characteristic
microsize protrusions, micro-p surface also offers many randomly
sized re-entrant cavities with some of the large ones marked in
Fig. 3.

2.4 Test Conditions and Procedure. All tests were con-
ducted using saturated ammonia at 550–570 kPa �65–68 psig� and
7–8°C. Liquid and vapor flow rates for each nozzle were
96 ml /cm2 min and 13.8 ml /cm2 s, respectively, with only 48
kPa �7 psi� pressure drop across nozzle.

Since the main goals were to investigate spray cooling enhance-
ment and hysteresis on microstructured surfaces, cooling curves
�surface superheat versus heat flux� were generated in the
heating-up and cooling-down modes for all the test heaters to
compare their performance. In all tests, heat flux is gradually in-
creased in steps of 25–100 W /cm2 up to 500 W /cm2, and the

Fig. 3 Schematics and SEM images of micro-i „top… and
micro-p „bottom… surfaces
corresponding heater temperatures are recorded every 3 s over

JULY 2009, Vol. 131 / 071401-3
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–5 min long steps. Steady-state conditions are usually reached in
pproximately 3 min. When cooling curves are generated, data are
ime averaged over the last 30 s of each heat flux step to closely
epresent the steady conditions. Although 500 W /cm2 heat flux
omfortably represents most of today’s high heat flux devices
such as laser diodes�, this is well below the maximum heat flux
hat can be safely removed by the presented ammonia spray cool-
ng system.

2.5 Uncertainty Analysis. Uncertainties were estimated
ainly for heat flux and temperature measurements. Error in-

olved in heat flux measurement �considering variations in volt-
ge, current, and area� was �2.3% at 500 W /cm2. Error in tem-
erature measurements from the embedded thermocouples in the
eater wall �considering thermocouple and data acquisition sys-
em specifications� was calculated to be �1.0°C. Spray surface
emperature had a slightly higher uncertainty at �1.1°C. Heat
ransfer coefficients included �5.5%, 7.7%, and 10.3% uncertain-
ies at 500 W /cm2 for smooth, micro-i, and micro-p surfaces,
espectively. Heat loss from thick film resistors to the surround-

Fig. 4 Surface superheat as a fun
steps of 100 W/cm2 every 5 min fro
smooth and microstructured surfa
modes

Fig. 5 Surface superheat as a func

structured surfaces in heating-up and c

71401-4 / Vol. 131, JULY 2009
ings was negligibly small ��1 W� based on calculations consid-
ering natural convection and black body radiation from 100°C
heater surface to 20°C ambient air.

3 Results and Discussion
Spray cooling data obtained from smooth, micro-i, and micro-p

surfaces are presented in Fig. 4. In these tests, the heat flux was
first gradually increased in steps of 100 W /cm2 every 5 min from
0 W /cm2 to 500 W /cm2 �heating-up mode� and then decreased
in a similar manner back to 0 W /cm2 �cooling-down mode�.
Cooling curves from these three surfaces with time-averaged tem-
peratures are plotted in Fig. 5 for an easier performance compari-
son. As shown, both microstructured surfaces provided significant
performance enhancement over smooth surface, while micro-p
surface was superior to micro-i surface. Steep changes in the cool-
ing curves of both microstructured surfaces indicate contribution
of phase-change mechanism into overall heat transfer.

Several heat transfer mechanisms were proposed earlier for the
phase-change regime of spray cooling, namely, free surface

n of time as heat flux changes in
0 to 500 then back to 0 W/cm2 for

in heating-up and cooling-down

of heat flux for smooth and micro-
ctio
m
ces
tion

ooling-down modes
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vaporation, boiling through surface and secondary nucleation,
nd contact line heat transfer. Pais et al. �13� suggested that free
urface evaporation provides high heat transfer rates since liquid
olecules from a thin liquid film can efficiently escape into vapor/

mbient at the surface. As liquid film thickness decreases, heat is
onducted from the hot heater surface to the liquid/vapor interface
ith less resistance resulting in higher cooling performance. Yang

t al. �14� and Rini et al. �15� investigated boiling through surface
nd secondary nucleation and observed that in addition to nucle-
tion sites on the surface cavities, many more secondary nucle-
tion sites are generated within the liquid layer as liquid droplets
rom spray strike on the liquid surface and entrain vapor. Addi-
ional bubbles that grow from secondary nucleation sites can
reatly enhance boiling heat transfer and increase turbulent mix-
ng within the film promoting convection and free surface evapo-
ation. Horacek et al. �16� obtained visualization and measurement
f the three-phase contact line, the region where solid, liquid, and
apor phases meet, during spray cooling experiments on a smooth
urface. They found a strong correlation between contact line
ength and heat flux, and concluded that phase-change contribu-
ion to heat transfer is directly proportional to contact line length.
oracek et al. �16� considered two possible mechanisms that
ight be responsible for heat transfer at the contact line, being

ither thin film heat transfer mechanism or an alternate mecha-
ism, such as transient conduction into the liquid when it moves
ver hot surface as observed in pool boiling.

Based on the outlined phase-change heat transfer mechanisms,
e can now examine the current results. It is obvious that all three

urfaces are subjected to similar free surface evaporation and sec-
ndary nucleation mechanisms since the spray conditions are the
ame throughout the tests. In addition to these mechanisms, sub-
tantial heat transfer enhancement provided by microstructured
urfaces can be attributed to increase in surface area and stronger
ontribution of other phase-change mechanisms. Both microstruc-
ured surfaces provide a spectrum of cavity sizes and thus have
he potential to generate additional surface nucleation sites and
ncrease three-phase contact line length density. Better perfor-

ance of micro-p surface, compared with micro-i surface, can be
xplained with its complex structure that offers more surface area
nd re-entrant cavities, as pointed out in Fig. 3.

The heat transfer coefficients obtained from test surfaces are
lotted in Fig. 6 as a function of heat flux. As seen, heat transfer
oefficient continuously increased as heat flux increased and
eached 224,000 W /m2 °C for smooth, 334,000 W /m2 °C for
icro-i, and 476,000 W /m2 °C for micro-p surfaces at

2

Fig. 6 Heat transfer coefficients as
microstructured surfaces in heating-
00 W /cm . An enhancement factor, h /h_smooth, is defined to

ournal of Heat Transfer
normalize heat transfer coefficients of microstructured surfaces
over smooth surface. Data in Fig. 7 show 1.49 times �49%� and
2.12 times �112%� improvement for micro-i and micro-p surfaces,
respectively, over smooth surface at 500 W /cm2.

Besides the significant heat transfer enhancement, microstruc-
tured surfaces also reveal a hysteresis phenomenon when cooling
curves in the heating-up and cooling-down modes are compared
in Fig. 5. Although smooth surface gives nearly identical cooling
curves, microstructured surfaces experience lower surface super-
heats in the cooling-down mode at a given heat flux. This devia-
tion in superheats is more pronounced for micro-p surface indi-
cating hysteresis dependence on the surface roughness level. In
order to gain better understanding on hysteresis effect, additional
experiments were conducted with micro-p surface.

The first set of experiments considered whether the initially
observed hysteresis effect �e.g., temperature deviation between
heating-up and cooling-down curves� changes with varying heat
flux conditions. In these tests, heat flux was first ramped up from
0 W /cm2 to 500 W /cm2. In the following test segments, heat
flux was ramped down to gradually decreasing values and then
ramped up again through several cycles to observe how hysteresis
effect changes. As plotted in Fig. 8 along with corresponding sur-
face superheat, heat flux was changed from 0 W /cm2 to
500 W /cm2, then back to 150 W /cm2, then to 300 W /cm2,
back to 100 W /cm2, then to 200 W /cm2, back to 50 W /cm2,

unction of heat flux for smooth and
and cooling-down modes

Fig. 7 Enhancement factor as a function of heat flux for
smooth and microstructured surfaces in heating-up and
a f
cooling-down modes
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and so on. All changes in heat fluxes, up or down, were in steps of
50 W /cm2 �25 W /cm2 for q��100 W /cm2� every 3 min.
Change in hysteresis through the initial heating-up mode and the
following test segments can easily be seen when these data are
plotted in the form of cooling curves in Fig. 9. Results show that
once the heater is brought to a high heat flux �and high superheat�,
superheat will track the same cooling curve on the left with de-
creasing �as low as 25 W /cm2 for the present study� or increasing
heat fluxes. However, if heat flux is reduced all the way down to
zero, then superheat will follow the cooling curve on the right for
heating-up mode, as can be closely seen in Fig. 10. Data therefore
suggest that once the three-phase contact line is established on the
surface at a certain heat flux, microstructures are able to retain
vapor effectively in the cavities, and the heater can provide a
consistent cooling curve and hysteresis effect at lower heat fluxes.
At zero heat flux condition, microstructures cannot support the
retained vapor anymore and lose the contact line length. A con-
secutive heat flux increase at this state is no different than initial
heating-up mode where contact line is established gradually.

The second set of experiments addressed how hysteresis effect
relates to thermal history of the heater. In each segment of these

of heat flux for micro-p surface in

n of heat flux for micro-p surface in
ig. 8 Surface superheat as a function of time as heat flux
hanges in steps of 25–50 W/cm2 every 3 min for micro-p sur-
Fig. 9 Surface superheat as a function
heating-up and cooling-down modes
Fig. 10 Surface superheat as a functio

close-up view of Fig. 9…
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tests, heat flux was increased up to a maximum value and then
decreased down to 0 W /cm2 each time to observe the amount of
hysteresis. As seen in Fig. 11 along with corresponding surface
superheat, heat flux was changed from 0 W /cm2 to 100 W /cm2,
then back to 0 W /cm2, then to 200 W /cm2, back to 0 W /cm2,
then to 300 W /cm2, back to 0 W /cm2, and so on. All changes in
heat fluxes, up or down, were in steps of 100 W /cm2 every 3
min. The amount of hysteresis that occurred in each test segment
can be better examined when cooling curves are compared in Fig.
12. Data here, and further in the close-up view in Fig. 13, clearly
indicate the trend where the amount of hysteresis increases as the
maximum heat flux increases from 100 W /cm2 to 500 W /cm2.
This observation suggests that as the heat flux and surface tem-
perature of the heater increase, the contact line length on the mi-
crostructured surface increases. If the surface can maintain some
of the established contact line, as in the case of microstructured
surfaces in the present study, this results in a larger hysteresis or
lower superheat later at lower heat fluxes. Figure 14 reflects the
change in heat transfer due to hysteresis effect quantitatively. Uti-
lizing data from the second set of experiments, heat transfer co-
efficients in cooling-down mode can be normalized based on

n of heat flux for micro-p surface in

n of heat flux for micro-p surface in
ig. 11 Surface superheat as a function of time as heat flux
hanges in steps of 100 W/cm2 every 3 min for micro-p sur-
ace in heating-up and cooling-down modes
Fig. 12 Surface superheat as a functio
heating-up and cooling-down modes
Fig. 13 Surface superheat as a functio

close-up view of Fig. 12…
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hose in heating-up mode. For instance, when change in heat
ransfer at 300 W /cm2 is considered using normalized heat trans-
er coefficients of hc /ha, hb /ha, and ha /ha in Fig. 14, correspond-
ng to points c, b, and a in Fig. 13, we see that the heat transfer
oefficient improves at 1.08 times �8%� and 1.16 times �16%� if
urface is first exposed to 400 W /cm2 and 500 W /cm2, respec-
ively, and then brought back to 300 W /cm2. Similarly, at
00 W /cm2, the heat transfer coefficient can be increased by up
o 1.36 times �36%� if surface is previously exposed to
00 W /cm2.

Based on the findings from tests with micro-p surface, we can
lso explain the larger hysteresis observed with this surface in Fig.
. Having more surface area and re-entrant cavities, micro-p sur-
ace has the potential to capture and retain more vapor and estab-
ish higher three-phase contact line density compared with micro-i
urface. Therefore for the micro-p surface, the difference between
he contact line lengths in the heating-up and cooling-down modes
s more resulting in larger hysteresis.

Conclusions
An experimental spray cooling study was conducted to investi-

ate performance enhancement and hysteresis effect on micro-
tructured surfaces. Tests were run in a closed loop system with
mmonia using RTI’s vapor atomized spray nozzles. Heaters with
icro-i �microstructured with indentations�, micro-p �microstruc-

ured with protrusions�, and smooth surfaces were tested at heat
uxes up to 500 W /cm2. Results for both microstructured sur-
aces showed substantial performance enhancement resulting in
eat transfer coefficients of 334,000 W /m2 °C for micro-i and
76,000 W /m2 °C for micro-p surfaces at 500 W /cm2 that cor-
espond to 112% and 49% increases over smooth surface, respec-
ively. This performance enhancement can be attributed to an in-
rease in surface area and stronger contribution of other phase-
hange mechanisms beyond the free surface evaporation and
econdary nucleation mechanisms of spray cooling. Both micro-
tructured surfaces provide a spectrum of cavity sizes and thus
ave the potential to generate additional surface nucleation sites
nd increase three-phase contact line length density. The micro-p
urface’s superior performance is believed to be due to its com-
lex structure that offers more surface area and re-entrant cavities
ompared with the micro-i surface.

Microstructured surfaces also experienced hysteresis effect with
ower surface superheats in the cooling-down mode at a given

Fig. 14 Normalized heat transfer co
function of maximum heat flux in h
change in heat transfer due to hyste
eat flux. Hysteresis effect was more pronounced for the micro-p

71401-8 / Vol. 131, JULY 2009
surface, indicating its dependence on surface roughness level.
Two sets of experiments were performed with the micro-p surface
in order to address whether initially observed hysteresis changes
with varying heat flux conditions and whether hysteresis relates to
thermal history of the heater. Data suggested that once the three-
phase contact line is established on the surface at a certain heat
flux, microstructures retain vapor effectively in the cavities and
help maintain contact line length so that the heater can provide a
consistent cooling curve and hysteresis effect at varying heat
fluxes �as low as 25 W /cm2 for the present study�. At 0 W /cm2,
the heater surface loses the contact line length and restores its
initial state. Data also indicated that as the heat flux and surface
temperature of the heater increase, the contact line length on the
surface also increases proportionally. Since microstructures help
sustain established contact line length, the heater surface experi-
ences a larger hysteresis or lower superheat as it returns from a
higher heat flux condition, showing a direct relation between hys-
teresis and thermal history of the heater.
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Nomenclature
A � spray surface area, cm2

h � heat transfer coefficient, W /m2 °C
I � current, A
k � thermal conductivity, W /m °C

q� � heat flux, W /cm2

T � temperature, °C
TC � thermocouple
Ra � average surface roughness, �m
V � voltage, V
x � TC to spray surface distance in heater wall, m

Subscripts
avg � average
sat � saturation

surf � surface
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An Experimental Study on the
Design of Miniature Heat Sinks
for Forced Convection Air Cooling
An experimental study is performed on one of the smallest commercially available min-
iature fans, suitable for cooling portable electronic devices, used in conjunction with both
finned and finless heat sinks of equal exterior dimensions. The maximum overall footprint
area of the cooling solution is 534 mm2 with a profile height of 5 mm. Previous analysis
has shown that due to fan exit angle, flow does not enter the heat sinks parallel to the fins
or bounding walls. This results in a nonuniform flow rate within the channels of the
finned and finless heat sinks along with impingement of the flow at the entrance giving
rise to large entrance pressure losses. In this paper straightening diffusers were attached
at the exit of the fan, which resulted in aligning the flow entering the heat sinks with the
fins and channel walls. Detailed velocity measurements were obtained using particle
image velocimetry, which provided a further insight into the physics of the flow in such
miniature geometries and in designing the straightening diffusers. The thermal analysis
results indicate that the cooling power of the solution is increased by up to 20% through
the introduction of a diffuser, hence demonstrating the need for integrated fan and heat
sink design of low profile applications. �DOI: 10.1115/1.3110005�

Keywords: low profile, forced convection cooling, miniature fan
Introduction
The design and integration of miniature cooling solutions into

oday’s portable electronic devices is moving to the forefront of
lectronics cooling research. The drive behind this research is
onsumer demand for smaller more powerful portable devices. As
he surface area available for power dissipation reduces, along
ith technology advancements increasing the device’s power con-

umption, the resulting heat fluxes are considerably elevated. At
resent most manufacturers rely on natural convection in conjunc-
ion with heat spreading technologies to maintain temperatures at
cceptable consumer levels. However, sole use of these techniques
roduces increasing device case temperatures relative to increas-
ng heat fluxes. If the envisaged trend in increasing heat fluxes
ontinues, then natural convection and conduction technologies
lone will no longer be able to maintain devices at acceptable
emperatures. Hence, there is a need for research into cooling
echnologies that can enhance heat transfer rates combined with
urrent natural convection and heat spreading techniques.

Forced convection cooling is the preferred “new” cooling tech-
ology among designers of portable electronic devices. This is
ue to a large number of factors including cost, reliability, power
onsumption, footprint area, and profile height. Liquid cooling �1�
nd heat pipe �2� technologies have proved useful methods in
fficiently spreading heat from the heat source to secondary cool-
rs; however, size restrictions in portable solutions suggest that
hese heat spreading techniques are currently only viable for larger
cale electronics cooling. Similarly, phase change materials �3�
ave also been shown to enhance the heat transfer process by
tilizing heat absorption, which occurs due to a change in state
rom solid to liquid. One concern with the single use of this tech-
ology is when the material is in a fully liquid state it can no
onger prevent the temperature from rising in the device. Conse-
uently natural convection and conduction are the methods of heat
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transfer after this point is reached. As an assisting cooling tech-
nology to the current heat transfer methods in portable devices,
forced convective cooling may have the ability to deal with these
increased thermal loads. An example of this is the unconventional
design proposed by Walsh et al. �4�, which gives a thermal resis-
tance value of 4.5°C /W for a footprint area of 1200 mm2 with a
profile height of 4 mm including the fan.

Over the past few years a number of groups have initiated re-
search to address the developing market of miniature forced con-
vective air cooling. The first series of papers on such research
examined the validity of the conventional scaling laws �5,6� as the
fan scale is reduced to miniature dimensions. The authors found
that at low Reynolds numbers boundary layer phenomena result in
reducing the flow and elevating the power requirement above that
expected by scaling. In the context of conventional fan scaling,
variation in these parameters at low Reynolds numbers will un-
doubtedly result in greater uncertainty in the predicted perfor-
mance of the fan if adhering to the scaling laws. Walsh et al. �7�
also reported a scale effect that resulted in the flow rate delivered
being significantly less than expected when operating at low Rey-
nolds numbers. As miniature fans operate at low Reynolds num-
bers, the actual performance can be dissimilar to that which is
predicted using conventional scaling laws �8�. With regard to the
integration of miniature fans with heat sinks it is noted that im-
pingement cooling emerges as one of the best methods to dissipate
large heat loads over small areas, with thermal resistances as low
as 1.4°C /W being reported �9,10� for pin-fin heat sinks. How-
ever, to achieve such performances, footprint areas of order
2000 mm2 and profile heights of order 100 mm were reported.
While this footprint area is relatively small, it is noted that such
large profile heights would most likely deem this technology un-
acceptable for use in most portable electronic devices. Also, when
considering miniature scale fans, the flow rates and pressure rises
attainable are considerably lower than those attained in the afore-
mentioned studies for impingement cooling. Hence in order to
satisfy the constraints of low profile forced convection cooling a
fan and heat sink in parallel are the most practical solutions. A
recent analysis of fan and heat sink arrangement in terms of per-

formance optimization has been carried out by Walsh et al.

JULY 2009, Vol. 131 / 071402-109 by ASME
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11,12�. It was shown that best thermal performance was achieved
hen the fan exit angle is matched to the heat sink fin angle, i.e.,
ow enters the heat sink parallel to the fins. A recent study by
gan et al. �13� investigated the thermal performance of a minia-

ure fan used in conjunction with a finned and finless heat sink.
he overall footprint area of the solution was 456 mm2 with a
rofile of 5 mm. Velocity measurements of the flow in the heat
inks showed that flow exited the fan at an angle to the heat sink
alls and the fins. In the case of the finned heat sink it was seen

hat the flow strongly impinged on the heat sink fins at the en-
rance to the channels.

The primary objective is to determine the effect of straightening
he flow prior to entering the heat sinks through the use of a
iffuser. A number of different diffusers were manufactured to
btain the optimum design giving parallel flow at entry to the heat
ink. The optimum diffuser design was determined from flow ve-
ocity measurements obtained using particle image velocimetry
PIV�. Upon finding such a design the fan, diffuser, and heat sink
olutions were characterized by repeating the heat transfer mea-
urements carried out in Ref. �13�. Such results would conclu-
ively show if the diffuser resulted in an overall enhancement of
he heat transfer rate of the finned and finless solutions. Particle
mage velocimetry measurements of the flow in the heat sink at
peeds ranging from 3000 rpm to 8000 rpm were also obtained
nd provide a further insight into the flow field within the heat
inks. The results of this study are valuable to designers of such
ooling solutions as enhanced heat transfer rates may be obtained
y simply adding a diffuser between the fan and heat sink.

Heat Sink and Diffuser Design
The fan tested for the current work is the Micronel U16LM-9

aving a footprint area of 256 mm2 and a profile of 5 mm �see
ig. 3�. This is currently one of the smallest commercially avail-
ble fans for forced convection cooling of electronics. The pres-
ure versus flow rate characteristics are supplied by the manufac-
urer for a nominal speed of 6000 rpm. In designing the finned
eat sink the pressure versus flow rate characteristics at a fan
peed of 8000 rpm were used. The manufacturer’s data were
caled using the fan scaling laws detailed in Ref. �14� and defined
ere in Eqs. �1� and �2�.

Q � rpm �1�

SP � rpm2 �2�
igure 1�a� shows a schematic of the heat sink and highlights the
ariables that were optimized; these include the fin spacing �b�
nd fin thickness �tfin�. The former of these was optimized using
q. �3�, which was developed by Bejan �15� for flow between
arallel plates using the intersection of asymptotes between a fully
eveloped flow limit and a flat boundary layer flow limit

boptimum

L
= 2.73� ��

�P � L2�1/4

�3�

n determining the optimum fin spacing, the pressure drop ��P�
cross the bank of channels was set equal to 6.5 Pa so that the fin
pacing of the heat sink is optimized for a fan speed of 8000 rpm
nd should correspond to a total volumetric flow rate of approxi-
ately 2.5�10−4 m3 /s passing through the heat exchanger. In

rder to achieve this Eq. �3� requires that the fin spacing be ap-
roximately 1.1 mm. The second parameter examined is the thick-
ess of the fins tfin. This was optimized by ensuring that the fin
fficiency is greater than 99% and Ellison �16� showed this to be
he case when Eq. �4� is satisfied

tfin � 40h̄H2/kheat sink �4�
he flow condition within the heat sink reflects an underdevel-
ped duct flow entrance region, which does not become fully

2
eveloped until the heat sink exits. A value of 60 W /m K was

71402-2 / Vol. 131, JULY 2009
chosen for h in Eq. �4� based on an empirical Nusselt number
relationship for this flow condition �17�. Using copper as the heat
sink material, Eq. �4� reveals that the fin thickness should be at
least 0.06 mm. However, the technique used to manufacture the
heat sink required this dimension to be of order 0.3 mm, hence
ensuring a more than adequate fin thickness. This also provided
for a large tolerance if any discrepancies in the choice of h for Eq.
�4� are apparent. Such discrepancies were found to have no influ-
ence on the calculated fin thickness, and hence the fin efficiency,
when considering the experimental heat transfer measurements
shown in Secs. 3 and 4. The result is that a finned heat sink with
a maximum of six channels could be manufactured while main-
taining the heat sink footprint constraints that were applied. The
finless heat sink was manufactured to have the identical specifi-
cations of profile �4 mm�, footprint area �200 mm2�, and external
wall thickness �1 mm� and is shown in Fig. 1�b�.

As previously mentioned in order to achieve the optimum ther-
mal performance of a fan and heat sink in parallel, flow must enter
the heat sink aligned with the heat sink walls and fins �11,12�.
Figure 2 is a schematic of a velocity vector diagram for a back-
ward curved fan with a rotational speed, �, and radial velocity, Vr.
The angle of the flow exiting the fan casing can be measured
using PIV and is dependent on system resistance. A high system
resistance such as that created by a finned heat sink will result in

Fig. 1 Schematic of finned and finless heat sinks outlining the
overall dimensions and the optimized parameters b and tfin
Fig. 2 Velocity triangle showing fan exit angle

Transactions of the ASME
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lower flow rate through the fan. This in turn will result in re-
ucing only the radial flow component and hence the angle at
hich fluid leaves the fan. It can be seen that high system resis-

ances will reduce �, while low system resistances will result in
ncreasing this angle.

In order to align the flow exiting the fan with the heat sink
alls and fins a number of diffusers with angles varying between
5 deg and 60 deg with both curved and straight walls were manu-
actured from polycarbonate. As discussed above, it was found
hat the optimum angle for flow alignment varied between the
nned and the finless case. Each diffuser was tested using PIV to
easure the velocity of the flow in each of the heat sinks and it
as determined from the measurements that a 25 deg curved dif-

user and a 50 deg straight diffuser resulted in flow alignment
ithin the finless and finned heat sinks, respectively.

Experimentation
The experimental configuration shown in Fig. 3 consists of a

nned and finless setup. The results presented in this paper are
etailed in Table 1. The current work presents results from all four
ases; however, cases 1 and 2 are detailed in Ref. �13� and en-
ompass tests performed without a diffuser. As the thermal resis-
ance measurement methods have been described previously �18�,
t has been excluded from this section.

3.1 Thermal Resistance. The experimental configuration
onsisted of a Micronel fan, a flow diffuser, and the optimized
eat sink that was designed in Sec. 2. During experimentation the
op cover of the heat sink, as shown in Fig. 3, was in position so
s to create a fully closed channel. This cooling solution has a
ootprint area of 256 mm2 for the fan, either 231 mm2 or
78 mm2 for the heat sink and diffuser and a profile of only 5
m.
The forced convection thermal resistance is defined as

RthFC
=

�RthT
��Rthlosses

�

�Rthlosses
− RthT

�
�5�

he forced convective heat transfer coefficients were calculated as

ig. 3 Photograph of the experimental configuration employ-
ng the straightening diffusers with the finned and finless heat
inks

Table 1 Experimental test description

est No. Description

1 Finless heat, no diffuser
2 Finned heat, no diffuser
3 Finless heat, 25 deg curved diffuser
4 Finned heat, 50 deg straight diffuser
ournal of Heat Transfer
hFC =
1

RthFC
Aconv

�6�

where h is the heat transfer coefficient in W /m2 K and Aconv is the
convective surface area of the finned heat sink in m2. The convec-
tive surface areas of the finned and finless heat sinks were calcu-
lated to be 0.000984 m2 and 0.00044 m2, respectively, with an
accuracy of 1�10−6 m2.

3.2 Uncertainty Analysis. An uncertainty analysis was per-
formed �19�, giving the thermal resistance an error of less than
5%. The uncertainty was greatest for natural convection and de-
creased with increasing fan speed. Due to a mismatch between
heat source area �6�6 mm2� and heat sink base it is possible to
conclude that some form of heat spreading will be present in the
heat sink base due to the change in cross-sectional area from the
smaller heat source to the larger heat sink. The thin-film heater
that represents the heat source is centrally positioned on the heat
sink base. There is an associated resistance to this heat spreading
effect that also needs to be addressed when calculating the thermal
resistance of the heat sink. A maximum spreading resistance of
0.407°C /W was calculated for the range of fan speeds examined
using an experimentally verified closed form study �20�. This ac-
counts for a maximum error of 0.91% in the thermal resistance
measurements presented here. Consequently, the resistance term
due to heat spreading has been excluded from Eq. �5�. The optical
tachometer used to measure the rotational speed of the fan has a
resolution of 1 rpm. However, during experimentation it was ob-
served that the speed varied up to 50 rpm. The uncertainty in
power measurements and temperature readings used to calculate
thermal resistance were less than 0.1% and 0.5°C, respectively.

3.3 Velocity Measurements. The second set of experiments
involved detailed velocity measurements of the flow within the
channels of the heat sink. PIV was employed to obtain these ve-
locity measurements. However, in order to obtain the optical ac-
cess required for this technique, the copper top cover of the heat
sink was replaced with a glass slide. Hence all PIV results were
obtained without heat transfer. The following paragraphs briefly
detail the principle of this technique and the setup used during
experimentation �21�.

PIV works on the principle of introducing seeding or tracer
particles to the flow and tracking their motion over known time
intervals. A water-based oil consisting of monopropalene glycols
or CO2 fog was used for the seeding, which was produced using a
JEM Stage Hazer 2000. The size of seeding particles produced
was approximately 10 �m diameter with a relative density of
1.05 kg /m3 at 293 K. In order to contain the seeding particles the
experimental apparatus was placed in a glass walled enclosure of
dimensions 400 mm�L��250 mm�H��250 mm�W�. Once the
particles were released into the enclosure a laser illuminated a
plane in the heat sink and the light subsequently emitted by the
particles was recorded on a camera positioned perpendicular to
the illuminated plane. Velocity measurements were taken for a
plane at mid-depth in the heat sink channels. A schematic of the
experimental setup is shown in Fig. 4.

A Nd:YAG, 532 nm, semiconductor laser was used giving a 1.5
mm thick light sheet. To measure the velocity of the particles the
laser was pulsed twice with a time delay chosen so that the dis-
tance traveled by the seeding particles between images is discern-
ible and that particles do not leave the illuminated plane within
the period. Prior to experimentation, in order to calibrate the sub-
sequent measurements, a scaling device must be inserted in the
test section to obtain the correct scaling factor for the velocity
measurements. This was achieved by placing a calibrated ruler in
the measurement plane.

A PowerView™ Plus 2 megapixel charge-coupled-device
�CCD� camera with a resolution of 1600�1200 with a 60 mm

focal length lens was used to record the scattered light from the

JULY 2009, Vol. 131 / 071402-3
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lluminated particles and their images appear as bright spots on a
ark background. A series of postprocessing steps was applied to
he PIV data using TSI INSIGHT 3G software in order to remove any
purious velocity vectors that appeared due to reflections.

Results and Discussion
The objectives of this work are to provide optimized thermal
anagement solutions based on previous analyses �13�, using one

f the smallest commercially available fans combined with finned
nd finless heat sink geometries. Optimization of such solutions
as been considered using velocity field and thermal resistance
easurements presented in this section. Velocity measurements

re considered first in order to develop a suitable diffuser for each
ase based on design criterion previously discussed. Thermal re-
istance measurements, heat transfer, and flow rate results are pre-
ented following the flow field analysis, quantifying the influence
f the introduction of diffusers on both heat sinks over a range of
an rotational speeds.

Figure 5 depicts the flow at the entrance region to the heat sink
or both finned and finless geometries without the use of a diffuser
13�. A range of diffusers was examined for both heat sink geom-
tries producing various heat sink to fan orientations from 25 deg
o 60 deg. Therefore due to the quantity of PIV results analyzed,
he quantitative data presented for this work are only considered
or the diffusers, which would optimize flow alignment and dis-
ribution in both heat sink cases. Figure 6 presents a number of
ualitative images of the flow distribution in the diffuser and heat
ink entrance region at the medium speed of 5500 rpm. It was
ound that a 25 deg curved diffuser for the finless heat sink and a
0 deg straight diffuser for the finned heat sink were most benefi-
ial. The top row of images in Fig. 6 shows the flow distribution
n the finless heat sink as a result of varying diffuser angles. It is
lear that as the diffuser angle is increased the flow does not
ecome evenly distributed within the heat sink. As this pattern
ecomes more dominant with increased angle, it is predicted that
o benefits would be achieved in flow alignment with the 60 deg
iffuser. For this reason, PIV analysis was disregarded using this
iffuser.

The bottom row of images in Fig. 6 describes the flow patterns
hen using similar diffusers with a finned geometry. The images

re color contrasted to distinguish the fins �black� from their shad-
ws in the diffuser �gray�. These were unavoidably created by the
aser beam used to illuminate the seeding particles within the heat

Fig. 4 PIV Experimental setup sho
respect to fan and heat sink. The di
heat sink.
ink. Consequently particle tracking was not possible in these re-

71402-4 / Vol. 131, JULY 2009
gions of the diffuser. However, this does not affect the validity of
the current work as flow structures are still visible in the diffuser,
and concentration on flow characteristics within the heat sink is of

g camera and laser positions with
er is inserted between the fan and

Fig. 5 Normalized PIV velocity magnitude plot, from Ref. †13‡,
of flow in the entrance region of both finless „a… heat sink and
channel „1–4… of finned „b… heat sink with no diffuser. All veloci-
win
ffus
ties are normalized with respect to the maximum velocity.
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rimary interest for optimizing this thermal management solution.
reduction in the angles that flow exits the fan is evident when

ompared with the finless images and can be attributed to the
ressure rise associated with the finned geometry. At the lower
ngle of 25 deg the flow is relatively evenly distributed among the
hannels; however, this turning angle is seen to be insufficient in
liminating the impinging flow at the channel entrances against
he fins, a similar effect to that shown in Fig. 5�b�. The aim of this
ork is to define the influence of flow alignment with the finned
eometry; hence this diffuser is unsuitable for further thermal
nalysis. A 50 deg curved diffuser produced an improved devel-
pment in flow alignment, however, also resulted in a poor distri-
ution across the heat sink channels. Hence, it is assumed that a
0 deg diffuser would produce a similar to worse scenario than
his and was excluded from the PIV analysis. The optimum con-
ition occurs when using a 50 deg straight diffuser, as both flow
lignment and even distribution of flow are achieved. By increas-
ng the diffuser angle to 60 deg flow alignment is apparent; how-
ver, an unbalanced distribution across the channels is noticeable.
he velocity magnitude data for flow in both types of heat sink
here diffusers are introduced to straighten the oncoming flow

rom a driving fan are presented in Fig. 7 for the finless design
nd Fig. 8 for the finned design.

Fig. 6 PIV velocity magnitude plots depicting flow within t
geometries with diffuser angles of 25–60 deg

Fig. 7 PIV velocity magnitude plots depicting the flow withi
Flow is from left to right. The respective velocity scale bar

sink from the diffuser.

ournal of Heat Transfer
The velocity results presented in all figures are velocity magni-
tudes with vector length and color varying accordingly; longer
vectors represent high velocity regions. The relationship between
color and velocity magnitude is indicated in the legend provided
with each figure. The data presented for the current work were
obtained by averaging 70 instantaneous results, each taken at a
frequency of 14.5 Hz.

The PIV results for the finless heat sink and 25 deg curved
diffuser are shown in Fig. 7 for a fan rotational speed of 5500
rpm. The velocity magnitude plot shown in Fig. 7 presents the
fluid flow through the diffuser and heat sink, with the dashed line
indicating the entrance to the heat sink from the diffuser. Consid-
ering the data presented in Figs. 7 and 5�a�, it is possible to dis-
tinguish noticeable differences in the flow distribution due to the
introduction of a diffuser. In Fig. 7 the flow is distributed rela-
tively evenly in the channel of the finless heat sink and all other
speeds examined resulted in a similar evenly distributed flow pat-
tern. This implies that the effects of forced convection should also
be relatively even across the channel section, reducing the possi-
bility of raised temperatures in localized areas of the heat sink.
However, in Fig. 5�a�, a large region of low velocity exists near
the right wall at the entrance. Hence forced convective cooling in
this region will have little effect on the right wall temperature. By

diffuser and heat sink entrance for both finned and finless

e diffuser and finless heat sink for a fan speed of 5500 rpm.
n m/s. The dashed line represents the entrance to the heat
he
n th
is i
JULY 2009, Vol. 131 / 071402-5
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ntroducing the diffuser at the entrance to the heat sink, flow now
nters the finless channel parallel to the heat sink walls, as seen
rom the velocity magnitude plot of Fig. 7.

The results from PIV analysis on the finned heat sink and 50
eg straight diffuser are presented in Fig. 8. The diffuser and heat
ink are labeled in Fig. 8�a� and also color contrasted as previ-
usly mentioned. For each case considered in Fig. 8, the flow

Fig. 8 PIV velocity magnitude plots of flow in finned heat sin
rpm. Respective scale bars for velocities in m/s are given ab
shadows from the heat sink fins, which result from the lase
ntering the heat sink shows minimal impingement on the fins as

71402-6 / Vol. 131, JULY 2009
opposed to Fig. 5�b�, where no diffuser is used at 8000 rpm.
Under fully developed conditions the maximum and minimum
velocities and hence flow rate are recorded in channels 3 and 6,
respectively, for all three fan speeds. The percentage differences
in flow rates between channels 3 and 6 for fan speeds of 3000
rpm, 5500 rpm, and 8000 rpm are 42%, 48%, and 43%, respec-
tively. However, the standard deviation of the flow rates and ve-

nd 50 deg straight diffuser at 3000 rpm, 5500 rpm, and 8000
e each result. Flow is from left to right. Regions in gray are
ht entering from the right.
k a
ov

r lig
locities for all six channels is higher for a fan speed of 8000 rpm,
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uggesting that the flow distribution between channels is not as
niform at higher speeds. It can be seen from Fig. 8�c� that the
ngle of the flow entering the diffuser changes at 8000 rpm and
hat a longer diffuser but of the same angle may be required.

Following the selection of a diffuser for the finned and finless
eat sinks using the flow field analyses discussed, the experimen-
ation was arranged to obtain a measure of thermal resistance for
range of fan speeds from 0 rpm to 8000 rpm. The data recorded

re plotted in Fig. 9. This figure, along with all subsequent figures
iscussed, also compares data recorded for the finned and finless
ases where no diffuser was used �13�. From Fig. 9 it can be seen
hat a reduction in thermal resistance can be obtained through the
se of a diffuser. As the rotational speed of the fan increases, the
eat sink and diffuser combination clearly outperforms the heat
ink without diffuser. For a finless heat sink there is a constant
eduction in total thermal resistance achieved when using a dif-
user between approximately 4000 rpm and 8000 rpm. Below this
ange of speeds, large reductions in thermal resistance are seen by
sing a diffuser to align the flow exiting the fan. In order to
chieve a forced convective thermal resistance of lower than
15°C /W using a finned heat sink and diffuser combination, the
an must operate at a rotational speed greater than 5000 rpm.
lternatively, the use of a finless heat sink and diffuser combina-

ion produces similar thermal resistances from a fan speed of just
000 rpm. A benefit of this is that lower operating speeds are
ufficient for similar cooling effects when using the optimized
nless arrangement. In terms of fan reliability, noise, and pumping
ower this proves highly advantageous.

For the current work these secondary cooling mechanisms were
ound to give a thermal resistance, Rth-losses, of 63°C /W, as
hown in Fig. 9. For a fan speed of 8000 rpm, using the diffuser
esigned for the finned heat sink, a decrease of approximately
3% in forced convection thermal resistance is obtained. At the
ame operating speed, the finless heat sink and combined diffuser
rovide a decrease of 15.3% over a finless heat sink without dif-
user. It is therefore apparent that in the case of a fan and heat sink
n parallel aligning the flow with the heat sink fins produces lower
hermal resistances than impinging flows �11�.

At 8000 rpm the finned diffuser case results in a lower thermal
esistance compared with the finless-diffuser solution. This is an
xpected result as the design of the finned heat sink was optimized
or 8000 rpm, as discussed in Sec. 3. As previously mentioned, a
ifference in velocity magnitudes for both geometries can be seen
n Figs. 7 and 8. This can be accredited to a higher system resis-

ig. 9 Plot of forced convection thermal resistance with vary-
ng rpm. Also indicated are the effects due to secondary cool-
ng mechanisms „losses….
ance due to the finned heat sink, which implies that higher mass

ournal of Heat Transfer
flow rates are evident in the finless heat sink for each rotational
speed recorded. Higher mass flow rates commonly result in in-
creased heat transfer rates; however, Fig. 9 enforces the influence
of boundary layer analysis used in the finned heat sink design, i.e.,
the optimum spacing of fins in a heat sink for a given pressure
drop is determined based on the boundary layers merging just at
the exit of the heat sink. Thermal resistance measurements for the
finned case drop below that of the finless case at approximately
7500 rpm. However, the thermal resistance values for the finless-
diffuser case are lower compared with finned case �test 1�. Even at
8000 rpm where the forced convective thermal resistance appears
to be reaching a constant value with increased rotor speed, there is
a reduction of 11.3% over the forced convective thermal resis-
tance of the finned heat sink without a diffuser. This is significant
considering that the 25 deg diffuser used for the finless heat sink
only increases the overall footprint area of the thermal solution by
approximately 6%. It was also noted that the 50 deg diffuser used
to optimize the finned heat sink increases the overall footprint area
of the thermal solution by approximately 16%. This result dem-
onstrates the need to design integrated and optimized fan and heat
sink solutions for the low profile market.

Similarly for a combined fan and heat sink cooling solution,
sizing issues may also be associated with the power supply nec-
essary for operation. Considering the power requirements of a
cooling solution, it is reasonable to measure shaft power supplied
to the rotor when characterizing fan performance. This provides
designers with power requirements for the fan alone, which may
deviate considerably from the motor power required especially
when considering small scale fans. The current work is not exam-
ined in this manner, as there is an enclosed motor and fan assem-
bly designed for combined use. Power requirements are therefore
presented for the motor and fan collectively. The manufacturer
provides a nominal operating speed of 6000 rpm. To achieve this
rotational speed, a power input of 0.163 W is required. This value
increases to 0.320 W to reach an operating speed of 8000 rpm.
The scale law for power consumption predicts a 1.77 factor
��8000 /6000�3� increase; however, the power is seen to almost
double. This is due to the efficiency of the driving motor dropping
off at higher speeds as bearing losses become larger. Power is
therefore conserved to a greater extent when operating the cooling
solution below the nominal operating speed of 6000 rpm as op-
posed to above this speed where power requirements rise sharply
for small increases in rotational speed. Hence, depending on the
level of restrictions evident with power supply choice and the
thermal performance requirements, it may be beneficial to inte-
grate a finless heat sink and diffuser design as it outperforms the
finned heat sink cases below 6000 rpm, shown in Fig. 9. It is also
of interest to note that this level of power consumption could be
supplied by a high end mobile phone battery �Nokia BP-4L bat-
tery� for a period of 34 h of continuous use. In reality, however,
the fan would only be in use while the device is in high processing
mode so the actual lifetime is likely to be limited by phone func-
tionality rather than by cooling solution.

In Fig. 10, the heat transfer coefficient is presented for forced
convection cooling. Similar to the thermal resistance measure-
ments, these data are based on the average heat transfer coefficient
of the heat sink. The forced convection heat transfer coefficient
for the finless cases is almost twice the average heat transfer co-
efficient compared with the finned cases over the rotor speeds
tested. This is inversely proportional to the convective surface
area of both heat sinks, as given in Eq. �6�. With reference to Fig.
9, which shows thermal resistance plotted against fan speed, it is
possible to conclude that in general over the range of speeds ex-
amined, the finless design will dissipate a similar and, in some
cases, favorable magnitude of heat per unit of temperature com-
pared with the finned design. The heat transfer coefficient quanti-
fies this relative to the convective surface area of the heat sink.
The finless heat sink considered here has a convective surface area

of 44.7% less than the convective surface area of the finned heat

JULY 2009, Vol. 131 / 071402-7
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ink. It is therefore expected that the heat transfer coefficient val-
es will be greater for the finless design as it dissipates a similar
agnitude of heat using almost half the convective surface area of

he finned design. Increasing rotational speed results in an increas-
ng difference in heat transfer coefficient between heat sinks using
iffusers and heat sinks without diffusers. At 8000 rpm, the finned
eat sink achieves an increase of approximately 27% through the
ntroduction of the selected diffuser. For the same rotor speed, an
ncrease of approximately 15% is achieved for the finless heat
ink using the diffuser to align the flow. This is due to the increase
n flow rate and combined reduction in pressure across both heat
inks through flow alignment. The larger increase in the heat
ransfer coefficient for the finned heat sink with diffuser empha-
izes the benefits that can be achieved in finned designs through
ow alignment at this scale and possibly at larger scales. The
ffect of convective surface area results in a heat transfer coeffi-
ient for the finned case with diffuser to be 51% of the heat
ransfer coefficient for the finless case with diffuser, considered
or a rotor speed of 8000 rpm.

As seen in Fig. 8 the flow within the finned heat sink channels
s seen to fully develop, which makes it possible to describe the
elocity profile across the entire channel cross section using the
olution provided by Purday �22�. This solution describes the ve-
ocity distribution in rectangular channels of varying aspect ratios
nd is adapted to describe the flow in channels with an aspect ratio
f 1

3 , such as those in the heat sink analyzed herein. The maximum
elocity measured using PIV within each heat sink channel was
sed to yield an estimate of the corresponding flow rates in each
hannel. These were summed for all six channels to obtain the
otal volumetric flow rate passing through the system. The results
re presented in Fig. 11 and compared with volumetric flow rates
or the tests carried out without a diffuser �13�. It is seen that the
ow rate in the finned heat sink with the diffuser attached at the
ntrance is on average 15% higher than just the fan and heat sink
rrangement. However, the increase in volumetric flow rate at
000 rpm is lower compared with 3000 rpm and 5500 rpm. A
ossible explanation for this is a higher variation in flow rate
etween the heat sink channels at 8000 rpm due to higher speeds
ffecting the flow distribution. The accuracy of the velocity mea-
urements is due to a number of experimental factors and is esti-
ated at 5%.
Another interesting point relating to the flow rate estimations
ade from the PIV data is highlighted when these measurements

re compared with the fan characteristic curve provided by the fan
anufacturer. It is seen that the measured flow rates are only of

rder 25% of the maximum attainable using such fans, subse-
uently verified through a flow characteristic rig �13�. This im-
lies that the system resistance curve relating flow rate and pres-

ig. 10 The forced convection heat transfer coefficient for
oth finned and finless heat sinks
ure drop across the heat sink has a relatively high slope so that it

71402-8 / Vol. 131, JULY 2009
intersects with the fan characteristic curve at a point that yields
the low flow rates measured using the PIV data. This suggests that
the pressure drop across the heat sink was larger than initially
anticipated while optimizing the finned heat sink design, and due
to the incorrect fan performance data provided by the manufac-
turer for a nominal speed of 6000 rpm. The overall effect of this is
that the optimum finned heat sink design should have had slightly
larger channel spacing than was used in the current study; how-
ever, it is not anticipated that this would significantly affect the
optimum diffuser angle, which was highlighted from this study. In
the current work, the effects of flow alignment on both designs are
considered, and use of the supplied flow rate data for optimization
was chosen as this is available to designers primarily.

5 Conclusions
A miniature low profile cooling solution suitable for integration

into a range of portable electronics devices has been characterized
through thermal resistance and velocity field measurements.

This paper presents an analysis of fan exit angle with results
showing that a reduction in thermal resistance is obtained for flow
entering the heat sink aligned with the fins. Flow alignment has
been achieved through the introduction of a diffuser at the en-
trance to the heat sink.

• By accounting for fan exit angles, the thermal resistance has
been reduced by up to 23% for a finned heat sink and 15%
for a finless heat sink. In order to achieve these reductions
the footprint area has been increased by 16% and 6%, re-
spectively.

• A finless heat sink and diffuser outperform the conventional
finned heat sink solution over a range of fan speed tested.

The experimental results show that at these low profile scales the
proposed finless design outperforms the more classical finned
case. The finless design also has manufacturing cost and weight
benefits. Hence the results provide a basis for designers of heat
sinks to address fan exit angles and finless designs.

Nomenclature
Aconv 	 convective surface area, m2

B 	 fin spacing, mm
H 	 convective heat transfer coefficient, W /m2 K

hFC 	 forced convective heat transfer coefficient,
W /m2 K

kheat sink 	 thermal conductivity of heat sink material,
W /m K

L 	 length of heat sink, mm

Fig. 11 Graph depicting the volumetric flow rates through heat
sink measured using the PIV data presented in Fig. 8 and Ref.
†13‡ over the three fan speeds tested
�P 	 pressure drop, Pa
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Q 	 volumetric flow rate, m3 /s
RthFC 	 thermal resistance of forced convection cool-

ing, °C /W
Rthlosses 	 thermal resistance of natural convection cool-

ing, °C /W
rpm 	 revolutions per minute
SP 	 static pressure rise, Pa
tfin 	 fin thickness, mm
W 	 total width of heat sink, mm

reek Symbols
� 	 thermal diffusivity, m2 /s
� 	 viscosity, N s /m2

ubscripts
conv 	 convective

FC 	 forced convection
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Subcooled Pool Boiling
Experiments on Horizontal
Heaters Coated With Carbon
Nanotubes
Pool boiling experiments were conducted with three horizontal, flat, silicon surfaces, two
of which were coated with vertically aligned multiwalled carbon nanotubes (MWCNTs).
The two wafers were coated with MWCNT of two different thicknesses: 9 �m (Type-A)
and 25 �m (Type-B). Experiments were conducted for the nucleate boiling and film
boiling regimes for saturated and subcooled conditions with liquid subcooling of
0–30°C using a dielectric fluorocarbon liquid (PF-5060) as test fluid. The pool boiling
heat flux data obtained from the bare silicon test surface were used as a base line for all
heat transfer comparisons. Type-B MWCNT coatings enhanced the critical heat flux
(CHF) in saturated nucleate boiling by 58%. The heat flux at the Leidenfrost point was
enhanced by a maximum of �150% (i.e., 2.5 times) at 10°C subcooling. Type-A MWCNT
enhanced the CHF in nucleate boiling by as much as 62%. Both Type-A MWCNT and
bare silicon test surfaces showed similar heat transfer rates (within the bounds of experi-
mental uncertainty) in film boiling. The Leidenfrost points on the boiling curve for Type-A
MWCNT occurred at higher wall superheats. The percentage enhancements in the value
of heat flux at the CHF condition decreased with an increase in liquid subcooling.
However the enhancement in heat flux at the Leidenfrost points for the nanotube coated
surfaces increased with liquid subcooling. Significantly higher bubble nucleation rates
were observed for both nanotube coated surfaces. �DOI: 10.1115/1.3000595�

Keywords: pool boiling, critical heat flux, film boiling, nanotube, nanotechnology
Introduction
Boiling is the most efficient mode of heat transfer due to the

nherent thermodynamics of the phase change phenomenon,
hich occurs reversibly at a constant temperature and at zero

emperature gradient under uniform and infinitely slow heating.
ence, boiling is an attractive option for cooling of high heat flux
evices. This work explores various potential transport mecha-
isms responsible for the enhancement of pool boiling heat fluxes
n nanostructured surfaces using data obtained from subcooled
nd saturated pool boiling experiments.

Heater orientation, heater surface morphology, and thermo-
hysical properties of the working fluid as well as the heater ma-
erial, significantly alter transport mechanisms in pool boiling
1,2�. Enhancements in boiling heat transfer rates have been re-
orted due to an increase in liquid subcooling and by employing
arious types of engineered microstructured surface morphologies
e.g., surface micromachined structures, graphite foams, and po-
ous surfaces� �1,2�. Various studies reported the enhancement of
ool boiling heat transfer by using newly developed materials or
tructures. Ramaswamy et al. �3,4� employed an enhanced struc-
ure composed of six layers of copper plates with rectangular
hannels machined into the substrates. This structure was used to
nvestigate the combined effect of pressure and subcooling on the
oiling performance of the enhanced structure. The authors re-
orted that the combined effects of increasing subcooling and
ressure enhanced the performance of boiling systems. They pos-
ulated that the increase in pore size and the reduction in pitch

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received November 28, 2007; final manuscript
eceived September 9, 2008; published online April 30, 2009. Review conducted by
ouis C. Burmeister. Paper presented at the 2007 ASME International Mechanical

ngineering Congress �IMECE2007� Seattle, WA, November 10–16, 2007.

ournal of Heat Transfer Copyright © 20
augmented the heat dissipation at wall superheats ranging from 4
K to12 K. Mudawar and Anderson �5� mounted a cylindrical pin-
fin with microstructures machined into its perimeter onto an elec-
tronic chip. The critical heat flux �CHF� was enhanced in these
experiments for liquid subcooling ranging from 0–35°C with
FC-72 as the test fluid. Coursey et al. �6� applied graphite foams
to thermal management of electronics. The foams had a porous
structure consisting of interconnected graphite ligaments. The
thermal conductivity of the foam was five times higher than cop-
per. The authors claimed that the use of graphite foams as an
evaporator in a thermosiphon enhanced the cooling of electronics,
especially at lower chamber pressures.

Since the discovery of carbon nanotubes �CNTs� by Iijama �7�
in 1991, there has been growing interest in the various applica-
tions of CNT. CNT have very broad ranges of thermal, electrical,
and structural properties that may be tailored to various applica-
tions. According to Berber et al. �8�, the thermal conductivity of
CNT is 6600 W /m K, or about 16.5 times that of copper, at room
temperature, but has a much lower value of 3000 W /m K, or
about 7.6 times that of copper at 400 K. Ujereh and co-workers
�9,10� reported results of their experiments on nucleate pool boil-
ing of FC-72 on a silicon surface and on carbon nanotube coated
surfaces under saturated conditions. The area of the heated surface
was 12.7�12.7 mm2. The multiwalled carbon nanotubes
�MWCNTs� were synthesized using a calcined dendrimer catalyst
in a plasma enhanced chemical vapor deposition �PECVD� sys-
tem. The MWCNTs were 30 nm in diameter and 20–30 �m in
length. The MWCNTs coated on a silicon wafer increased the
CHF by 50% and enhanced the heat transfer coefficient by 400%
compared with a bare silicon wafer. However, this study was re-
stricted to nucleate boiling condition and the performance of the
nanostructured surface over the film boiling regime was not re-

ported. The authors noted that the synthesized MWCNTs did not

JULY 2009, Vol. 131 / 071501-109 by ASME
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rovide complete surface coverage. They reported no significant
egradation of the MWCNT structures on the substrate as a result
f the experiment.
This work is a continuation of a previous study where prelimi-

ary results for saturated pool boiling experiments on MWCNT
oated heaters were reported �11�. The objective of this study was
o investigate the effect of liquid subcooling on the pool boiling
urve for MWCNT coated surfaces. In the present study, sub-
ooled pool boiling experiments were performed on silicon wafers
oated with MWCNTs of two different thicknesses of 9 �m and
5 �m, respectively. The boiling curves for the MWCNT coated
afers were compared with the boiling curve on an atomically

mooth single crystal bare silicon wafer surface to identify the
otential mechanisms responsible for heat flux enhancement �or
ack of enhancement� on the MWCNT coated surfaces for the
ifferent boiling regimes.

Experimental Apparatus
The most significant component of the experimental apparatus

as the boiling test surface. The boiling test surface consisted of
ne of the three silicon wafers. For each experiment, one of these
afers was fixed to the top of a copper cylinder. The surfaces of

wo of these silicon wafers were coated with MWCNTs of two
ifferent thicknesses: 9 �m �Type-A� and 25 �m �Type-B�. The
iagram of the experimental apparatus is shown in Fig. 1. Heat
as supplied to the copper cylinder �diameter of 8.9 cm� from five

mbedded cartridge heaters. During the subcooled pool boiling
xperiments, the temperature of the test fluid was kept below its
aturation temperature. Additional details of the experimental ap-
aratus are also provided in Ref. �11�.
A tubular heater was submerged in the test liquid. The tubular

eater was used to raise and maintain the temperature of the test
uid at its saturation temperature ��56°C� in the saturated boil-

ng experiments. For the subcooled boiling experiments, the tem-
erature of the test fluid was kept below its saturation temperature
ith a coolant that was circulated from a constant temperature
ath through a coiled copper heat exchanger placed just below the
urface of the test fluid.

2.1 Test Surface Preparation and Characterization. For the
ool boiling experiments in this study, two silicon wafers were
oated with MWCNT using CVD. The MWCNT arrays had thick-
esses of 9 �m and 25 �m. The details of the CVD process used
n synthesis and growth of MWCNT forests were described in
ef. �12�. Vertically aligned MWCNT forests with a diameter of
–15 nm were synthesized by passing 5 mol % C2H2 at 580
CCM �SCCM denotes standard cubic centimeter per minute at
TP� in helium at atmospheric pressure in a quartz tube furnace

hat was maintained at 680°C. A goniometer was used to measure
he contact angle for PF-5060 on all the test surfaces. The contact
ngle for the bare surface was measured to be 10.5 deg, while for
he Type-A and Type-B surfaces the contact angles were measured
o be 9.6 deg and 13 deg, respectively. Thus, the test fluid PF-
060 wetted all the test surfaces very well. Contact angle mea-
urements performed with water showed that the presence of
anotubes resulted in hydrophobic �Type-A �135 deg� and supe-
hydrophobic �Type-B�153 deg� surfaces.

A recent study by Zhou et al. �13� showed the existence of
icking in “nanowicks” formed by mats of vertically aligned
NT on wafers. The study showed that the wicking of the liquid

nto the CNT mat occurred in three different flow topographies.
hey were: �a� corner flow �flow occurring between the edge of

he CNT mat and the substrate�, �b� top surface flow �flow on the
NT tips due asperities�, and �c� interstitial flow �flow through the

nterstitial spaces between the dense CNT mats�. According to this
tudy, the surface flow was faster but less persistent than intersti-
ial flow. Thus a liquid droplet first spread on the surface the CNT
ats creating air-pockets. Subsequently, interstitial flow gradually
educed the air-pockets. The reports in the literature show that

71501-2 / Vol. 131, JULY 2009
PF-5060 has a high solubility for air �50–60% by volume� �14�.
Thus it is reasonable to expect that most air-pockets are elimi-
nated when the CNT coated silicon wafers are submerged in the
pool of PF-5060.

2.2 Test Section. Five cartridge heaters were inserted hori-
zontally near the bottom of the copper cylinder, as shown in Fig.
1�c�. A Pyrex® wafer was sandwiched between the silicon wafer
and the top of the copper cylinder to minimize the electrical noise
from the heaters. High thermal conductivity grease was used to
minimize thermal contact resistance between surfaces at the vari-
ous interfaces. Twelve K-type thermocouples were used to deter-
mine the temperature distribution in the copper cylinder. The junc-
tions of these thermocouples were installed inside the copper
cylinder at different vertical and radial positions such that they
were aligned vertically. Additional thermocouples were placed in
the test fluid PF-5060 to monitor the bulk temperature and the
uniformity of the bulk liquid temperature. The transient signals
from the thermocouples were digitized and recorded using an au-
tomated computer-controlled data acquisition system. A concen-
tric annular stainless steel jacket with an inside diameter of 9.9 cm
and a thickness of 7.6 mm was placed concentrically with the
copper cylinder. The stainless steel jacket was separated from the
copper cylinder by an air gap, which served as an insulation to

Fig. 1 Design of experimental apparatus: „a… test section in
viewing chamber, „b… schematic of the heater apparatus †11,15‡
minimize heat losses from the sides. A guard heater placed con-
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entric with the steel jacket was used in the saturation experiments
o maintain the bulk liquid at saturation temperature in the low
eat flux regime. The silicon wafer was mounted on top of the
opper cylinder and covered with an annular steel clamp fitted
ith a Teflon gasket �Fig. 1� to prevent any leaks. The steel clamp
as seated on silicone rubber gaskets placed on top of the stain-

ess steel jacket using M-4 nuts. Silicone rubber gaskets were also
laced under the steel jacket and steel clamp to prevent leaks. The
rea of the test surface �silicon wafer with or without MWCNT
oating� that was exposed to the test fluid during pool boiling was
easured to be 5.9�3.2 cm2 with chamfer radius of 0.3 cm.

2.3 Heat Exchanger for Subcooled Boiling Experiments.
uring the subcooled boiling experiments, the test fluid was main-

ained at a liquid subcooling of 5°C, 10°C, 20°C, or 30°C. The
iquid was subcooled using a coiled copper heat exchanger. The
eat exchanger coil was submerged 1.5 cm below the surface of
he test fluid. The coolant within the heat exchanger was circu-
ated using an external constant temperature bath with an elec-
ronic controller �Fig. 1�b��. The flow rate and the temperature of
he coolant were adjusted and monitored to achieve the desired
ubcooling of the test fluid. During the saturated boiling experi-
ents, the coiled copper tube heat exchanger was lifted above the

urface of the test fluid.

Experimental Procedure
Prior to performing an experiment, one of the three test wafers

as clamped on top of the copper cylinder. The viewing chamber
as filled with PF-5060. The tubular heater was used to boil the

est fluid for approximately 30 min at atmospheric pressure, for
egassing purposes prior to each test. The power supplied to the
ubular heater during degassing was �300–500 W. It has been
hown by Bhavnani et al. �14� that the percentage of dissolved air
n PF-5060 does not decrease below 39% even after several days
f degassing under atmospheric conditions. Hence, it is expected
hat the working liquid was not completely degassed under sub-
ooled conditions since the test chamber was maintained at atmo-
pheric pressure. The dissolved air content was not measured in
his study. It can be expected however that the dissolved air con-
ent remained approximately the same after the degassing proce-
ure prior to each run at saturated or subcooled conditions due to
he fixed duration of degassing. Furthermore, completely degassed
erfluorocarbon fluids are not encountered in practical phase
hange cooling applications. The noncondensable gases and vapor
eleased during degassing was allowed to escape through the vent
ipe, located at the back of the test section.
Some of the test fluid vapors that passed through the vent pipe

uring the degassing was recovered in the collection bottle by
ondensation for reuse. After the degassing step, the input power
o the tubular heater was then adjusted to maintain the test fluid at
ts saturation temperature for the saturated pool boiling experi-
ents. For a subcooled boiling experiment, the heat exchanger

oil was lowered into the liquid pool prior to degassing.
The power input to the cartridge heaters was ramped in steps of

–5 V for each data point on the boiling curve. Once steady state
onditions were reached, the temperatures in the copper cylinder
ere recorded with the computer-controlled data acquisition sys-

em. The liquid pool temperature and ambient air temperature
ere also monitored with wire-bead thermocouples. The voltage

nd current supplied to the cartridge heaters were measured with a
igital TRMS voltmeter and a digital TRMS clamp ammeter, re-
pectively, at each steady state condition. After the CHF condition
as achieved, the voltage input was increased slightly to cause

ransition to film boiling. To prevent burnout, the power supplied
o the cartridge heaters was decreased quickly once a stably strati-
ed vapor film covered the test surface. The system was then
llowed to attain steady state. The heater voltage was decreased
y 1–3 V in subsequent steps. Temperature data were recorded at

ach steady state condition until transition from film to nucleate

ournal of Heat Transfer
boiling occurred. This procedure enabled the estimation of the
minimum heat flux in film boiling �Leidenfrost point�. The time
interval between consecutive steady state conditions in nucleate
boiling was 1–2 h. The corresponding time interval in film boiling
was 2–3 h. A typical boiling experiment was 24–30 h in duration.
Due to the high evaporation rates in the saturation experiments,
the test fluid was replenished periodically �every 8–9 h� to main-
tain the fluid level at about 5 cm above the silicon wafer surface.
This was done well before the next steady state condition was
achieved, usually after recording the data for a previous steady
state condition. Usually, this was done close to the CHF in the
fully developed nucleate boiling region or in the film boiling re-
gion. The degassing procedure was not repeated, as the impact of
dissolved gases in these regimes is not expected to alter the results
significantly.

4 Data Reduction
The mean heat flux in the vertical direction within the copper

cylinder was determined as

qCu� =

�
i=1

n
kCu�Ti

�xi

n
�1�

where kCu is the thermal conductivity of copper, and �Ti /�xi is
the axial temperature gradient measured using vertically aligned
thermocouples embedded within the copper cylinder. From the
energy conservation principle, the mean heat flux on the test wafer
was determined using the following relation:

qw� =
qCu�

Aw
ACu �2�

Energy conservation was checked by comparing the total power
input to the cartridge heaters with the total rate of heat transfer
from the boiling surface measured by the thermocouples �Eq. �2��
and was consistent. It should be noted that in the earlier study by
Ahn et al. �11� the boiling curve was reported based on qCu� . In this
study the boiling curve is reported based on qw� , which is a more
consistent definition for wall heat flux.

Pool boiling experiments using thin film thermocouples �TFTs�
�15� were used to obtain piecewise linear relations �lookup table�
for correlating the wall temperature on the silicon surface as a
function of the temperature of the copper cylinder. The lookup
table was obtained for the surface temperatures in the nucleate
boiling and film boiling regimes. The look up table also enabled
the revision of the superheat values reported in the earlier study
�11�. The uncertainty in estimating the wall temperature from the
copper cylinder temperature using the lookup table is �1°C. The
uncertainty in heat flux within the copper cylinder was evaluated
using the procedure of Kline and McClintock �16�. The uncer-
tainty in surface temperature estimates on the test wafer could be
from a number of sources.

1. The resolution of the data acquisition system was set by the
hardware to a 16 bit accuracy, which was equivalent to an
absolute error of �0.005°C for the temperature range in this
study.

2. During the experiments in this study, the standard deviation
of temperature fluctuations at steady state conditions was
measured to be ��0.05°C.

Hence the total uncertainty of the temperature measurement
was estimated to be �0.055°C. Using the uncertainty values of
�1.0% for thermal conductivity for copper and of �3.0% �ma-
chining accuracy� for the distance between two thermocouples

embedded in the copper cylinder, the estimated maximum uncer-
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ainty of the surface heat flux near the Leidenfrost �minimum heat
ux �MHF�� point was �14%. The uncertainty was estimated to
e �6% near the CHF point.

Experimental Results
The pool boiling heat fluxes for the nanostructured surfaces

ere compared with the heat flux for an atomically smooth bare
ilicon wafer surface �this served as the control experiment�. The
xperiments were repeated at least twice to ensure repeatability.
n atomically smooth bare surface was chosen for the substrates

s well as for the control experiments.
The rationale behind choosing silicon as a substrate was to

solate the effect of nanotubes from that of nucleating cavities on
he pool boiling heat transfer rates. Variation in the number of
ctive nucleating cavities can result in higher heat fluxes espe-
ially in the low heat flux regime. The random and nonuniform
istribution of nucleating cavities that are typically encountered
n commercial surfaces �e.g., copper� are difficult to characterize,
nd there is little control over this experimental variable for dif-
erent substrates of the same material. The aim of the study was to
tudy the effect of liquid subcooling exclusively on the efficacy of
he nanostructured surfaces for enhancing heat transfer. Hence, the
ransport mechanisms on the nanostructures needed to be decou-
led from the interferences due to random effects �i.e., random
nd uncontrolled distribution of nucleating cavities on the sub-
trate�. Heat fluxes in these experiments were substantially lower
han those observed in commercial surfaces. Additionally, the car-
on nanotubes used in this study were 9–25 �m in thickness and
–16 nm in diameter. At these length-scales �nanometers to mi-
rons�, a random uncontrolled variable such as cavity distribution
an affect the interpretation of the experimental data significantly.
herefore, atomically smooth substrates were chosen for coating
ith carbon nanotubes.

5.1 Effect of Subcooling on Bare Silicon Surface. Control
xperiments performed with a bare silicon wafer provided the
ase line data for comparison with the heat flux data for MWCNT
urfaces. The control experiments served to identify the dominant
echanisms for heat flux enhancement. Boiling inception was ob-

ained by increasing power input to cartridge heaters. Liquid sub-
ooling of 5°C, 10°C, 20°C, and 30°C were maintained using a
opper coiled tube heat exchanger. Figure 2 shows the experimen-

Fig. 2 Pool boiling curves for bare silicon
ing in nucleate and film boiling regimes
al results for a representative run on the bare silicon wafer for

71501-4 / Vol. 131, JULY 2009
saturated and subcooled pool boiling.
In nucleate boiling, the heat flux increases marginally as the

liquid subcooling is increased. The CHF points are obtained at
wall superheats of 16.3°C, 16.1°C, 18.6°C, 21.9°C, and 23.1°C
while the associated heat fluxes are 9.4 W /cm2, 10.4 W /cm2,
11.6 W /cm2, 13.0 W /cm2, and 13.6 W /cm2 at saturation, 5°C,
10°C, 20°C, and 30°C subcooling levels, respectively. Ghiu and
Joshi �17� conducted pool boiling studies on plain and enhanced
copper surfaces with PF-5060 as the working fluid. The studies
were carried out at saturation conditions and were restricted to the
nucleate boiling regime for wall superheat values less than 29°C.
In that study, the plain copper surface showed a maximum heat
flux of 15.4 W /cm2. The enhanced copper surfaces used in Ref.
�17� resulted in peak transfer values from 28.9–43 W /cm2 for
different channel widths and pitch.

In the present study, it is observed that at low subcooling �5°C�
the boiling curve shifts to the left compared with the saturated
boiling curve. This shows that the nucleate boiling heat transfer
coefficient increases with subcooling at low wall superheat. How-
ever, at high subcooling �10°C and higher� the boiling curve
shifts to the right showing that there is a marginal decrease in the
nucleate boiling heat transfer coefficient. This behavior is a sig-
nificant departure from pool boiling curves obtained for commer-
cial surfaces �e.g., copper� �1,2�. Stable film boiling was obtained
by decreasing the power input to the heaters immediately after a
rapid increase in wall temperature was detected beyond the CHF
point. In film boiling, the heat flux increases marginally with sub-
cooling for the low subcooling case of 5°C. There is a significant
increase in the wall heat flux at a given wall superheat for higher
liquid subcooling. The experimental results show that the Leiden-
frost points shift toward higher wall superheat with an increase in
subcooling. The Leidenfrost points are obtained at wall superheat
of 43.1°C, 43.7°C, 50.7°C, 72°C, and 74.8°C, while the asso-
ciated wall heat flux values are 3.4 W /cm2, 4.1 W /cm2,
4.7 W /cm2, 6.0 W /cm2, and 7.1 W /cm2 for saturated, 5°C,
10°C, 20°C, and 30°C subcooled conditions, respectively.

5.2 Effect of Subcooling on Type-A MWCNT Array
(9 �m Tall). Experiments for Type-A MWCNT �9 �m tall� were
conducted for subcooling levels of 0–30°C. Figure 3 shows the
experimental results for a representative run on the Type-A
MWCNT coated wafer for saturated and subcooled pool boiling.

rface at different values of liquid subcool-
su
Peak heat fluxes increased marginally with an increase in subcool-
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ng. This is in contrast to the significant enhancement in heat flux
bserved for similar conditions on the bare silicon wafer. For
iquid subcooling of 10°C, as shown in Fig. 5, the CHF condition
as achieved at a higher wall superheat than 5°C subcooled and

aturated conditions. Under 5°C subcooling, the CHF point was
btained at the wall superheat of 16.7°C and the associated heat
ux was 15.5 W /cm2. For the saturated condition, the wall su-
erheat at the CHF and the associated heat flux were 16.8°C and
4.3 W /cm2, respectively. At 20°C subcooling, peak heat flux
alues near the CHF was 16.2 W /cm2 at a wall superheat of
1.2°C. It is observed that at low subcooling �5°C� the boiling
urve shifts to the left compared with the saturated boiling curve.
hus, the effect of subcooling on the heat transfer coefficients for
ype-A MWCNT was the same as that for a bare silicon wafer.
imilar variations in heat transfer coefficients at low wall super-
eat were observed at low �increase in heat transfer coefficients�

Fig. 3 Pool boiling curves for silicon sur
ferent values of liquid subcooling in nucle

Fig. 4 Pool boiling curves for boiling o

MWCNT, for different values of liquid subcool

ournal of Heat Transfer
and high �decrease in heat transfer coefficients� levels of subcool-
ing. In film boiling, marginal enhancements in wall heat flux val-
ues were observed as the liquid subcooling was increased for the
low subcooling cases within the limits of experimental uncer-
tainty. The Leidenfrost point was achieved at higher wall super-
heat as the liquid subcooling increased. A similar trend was ob-
served for the pool boiling on silicon wafer.

5.3 Experiments Using Type-B MWCNT array (25 �m
Tall). Experiments for Type-B MWCNT �25 �m tall� were con-
ducted for subcooling levels of 0–30°C. Figure 4 shows the ex-
perimental results for a representative run on the Type-B
MWCNT coated wafer for saturated and subcooled pool boiling.
At 10°C subcooling, the wall heat flux near the CHF was
18.4 W /cm2 at a wall superheat of 21.4°C. The CHF values at
5°C subcooling and saturated conditions were 16.8 W /cm2 at a

with Type-A „9 �m tall… MWCNT, for dif-
and film boiling regimes

ilicon surface with Type-B „25 �m tall…
face
n s

ing in nucleate and film boiling regimes
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all superheat of 17.9°C. The CHF condition could not be sus-
ained at 20°C and 30°C subcooling levels due to the limitations
f the experimental apparatus. In these experiments before the
HF condition could be attained, the temperature within the cop-
er cylinder exceeded 250°C—which is the maximum tempera-
ure rating for the cartridge heaters. Therefore the experiments
ere terminated. Hence the CHF condition and film boiling data

ould not be obtained for Type-B MWCNT for liquid subcooling
f 20°C and 30°C. The peak heat flux values obtained in these
ases are marked with a different symbol in Fig. 5. The nucleate
oiling results reported in Fig. 5 are the maximum attained heat
ux with the experimental apparatus used in this study.
For Type-B MWCNT, the extent of the wall superheat for the

ransition boiling region was much larger and more distinct than
hat for the bare silicon and Type-A MWCNT surfaces. This was
ue to significant disruption of the vapor film by the nanotubes.
uring transition from nucleate to film boiling, the film began

orming at the edges of the test section and later spread to the
enter of the test section. At a wall superheat of 53.3°C under
aturated boiling condition, a continuous vapor film was observed
ver the whole area of the exposed surface. The heat flux at the
eidenfrost point was enhanced by as much as �150% �2.5 times�

n film boiling for Type-B MWCNT compared with that for bare
ilicon wafer �and Type-A MWCNT�.

As the liquid subcooling increased, the Leidenfrost point was
bserved at higher wall superheats. This was consistent with ob-
ervations for the bare silicon surface �and Type-A MWCNT�. The
HF points for Type-B MWCNT occurred at wall superheats of

3.3°C, 62.9°C, and 74.6°C with heat transfer rates of
.5 W /cm2, 6.8 W /cm2, and 8.4 W /cm2, respectively, under
aturated, 5°C subcooled, and 10°C subcooled conditions, re-
pectively. These heat transfer rates were substantially higher �66–
50%� than corresponding values obtained for the bare silicon
urface under same subcooling conditions.

5.4 Comparison of Type-A MWCNT, Type-B MWCNT,
nd Bare Silicon. Images of pool boiling on the bare silicon
afer, and Type-A, and Type-B MWCNT surfaces were acquired
uring the tests. Images were captured during the experiments in
roximity to the CHF and the MHF points using a Sony Cyber-
hot DSC-P10 Digital Camera and a Canon® S3IS camera �for
ubcooling cases of 20°C and 30°C� under saturated and sub-

Fig. 5 Pool boiling curves for different
ooled �5°C, 10°C, 20°C, and 30°C� liquid conditions. In the

71501-6 / Vol. 131, JULY 2009
vicinity of the CHF points, the degree of liquid subcooling
strongly influenced the bubble nucleation density, growth, and de-
parture process. Under 10°C subcooling, no bubble columns were
observed in vicinity of the CHF point probably because of the
condensation effect of the subcooled liquid on the departing
bubbles. In contrast, bubble columns were noticeable at the CHF
for saturated pool boiling. Relatively weak bubble columns were
observed for 5°C subcooled condition. A large number of small
bubbles were observed to depart at high subcooling conditions
close to the CHF point. By comparing the images taken under the
saturated conditions, it was observed that Type-A and Type-B
MWCNT surfaces displayed much more ebullient motion of the
bubble columns �departing bubbles were larger in size�, than for
the bare silicon wafer. However, the motion of the departing
bubbles during nucleate boiling for the two nanotube coated sub-
strates �Type-A and Type-B MWCNTs� and the bare silicon sur-
face were similar as the liquid subcooling increased. Furthermore,
in all cases the MWCNT coated wafers showed a significantly
larger number of bubbles departing per unit area of the wafer than
the silicon wafer. Thus, the MWCNT coated wafers were ob-
served to have higher nucleation site densities.

The degree of liquid subcooling strongly affected the shape of
the departing bubbles and the texture of the stratified vapor film in
the vicinity of the Leidenfrost point as it did in the proximity of
the CHF point. As the liquid subcooling increased, the amount of
vapor bubbles released and the size of bubbles departing from the
surface decreased. For all the images, under saturation condition
in the vicinity of the Leidenfrost point, a thin film was clearly
observed on top of the test surface in the form of a shiny “mirror”
type surface. The vapor film had a wrinkled appearance under
saturation and low subcooling conditions due to “turbulent” film
boiling �18�. In contrast, the subcooled cases showed a relatively
smooth “laminar” film boiling. In this study, the vapor film had a
wrinkled appearance under saturation and low subcooling condi-
tions. At high subcooling levels, the vapor film had a less
wrinkled appearance.

In nucleate boiling, both Type-A and Type-B MWCNT surface
had higher wall heat flux values than the corresponding values for
the bare silicon surface under saturated and subcooled conditions
�5°C and 10°C�, as shown in Figs. 5 and 6. For instance, at a
given wall superheat of 10°C and under saturation condition,

faces at low values of liquid subcooling
sur
Type-A and Type-B MWCNT surfaces, respectively, showed

Transactions of the ASME
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4.6% and 33.0% higher heat fluxes than the bare silicon surface.
he wall heat flux values at the CHF for Type-A and Type-B
WCNT surfaces were higher than corresponding values for the

are silicon surface under all of the liquid conditions.
For film boiling experiments under saturated and subcooled

5°C and 10°C� conditions, the wall heat fluxes for Type-B
WCNT were much higher than the corresponding values for

ype-A MWCNT and the bare silicon surface. The taller MWCNT
Type-B MWCNT� structures enhanced the wall heat flux at a
iven wall superheat and caused the MHF point to be attained at
igher wall superheat by disrupting the vapor film at the points of
inimum vapor film thickness that may lead to possible collapse

f the vapor film in film boiling �11,19–21�. Within the bounds of
xperimental uncertainty, the wall heat flux for Type-A MWCNT
atched the corresponding values for the bare silicon wafer at a

iven superheat. Under saturated and 10°C subcooled conditions,
he wall heat flux values for Type-A MWCNT were obtained as
.1 W /cm2 and 3.9 W /cm2, respectively, at wall superheats of
8.2°C and 40.6°C. These were 7% and 15% lower than the
orresponding values for the bare silicon wafer under the same
iquid subcooling conditions.

As shown in Figs. 5 and 6, the Leidenfrost point for Type-A
WCNT was observed at a slightly lower wall superheat for satu-

ated and subcooled conditions, compared with the bare silicon
urface for the low subcooling cases. Also, at low subcooling
5°C�, the Leidenfrost point shifted to lower wall superheat for
are silicon and Type-A MWCNT. The wall heat flux values in
icinity of the CHF and the MHF points are summarized in Table
.
Figure 7 provides a schematic showing the potential disruption

f the vapor film by Type-B MWCNT while Type-A MWCNT is
ot able to disrupt the vapor film. Hence the heat flux from
ype-A MWCNT matches that of the bare silicon surface �within
he bounds of measurement uncertainty�, while Type-B MWCNT
esults in higher wall heat flux. Further explanation is provided in
ec. 5.
The effect of Type-A MWCNT array on the wall heat flux is

ompared with that of Type-B MWCNT array and bare silicon
afer in Figs. 6 and 7 for low and high subcooling levels, respec-

ively. In nucleate boiling, under saturated condition, the wall heat

Fig. 6 Pool boiling curves for different s
ux values for Type-A MWCNT were higher than the correspond-

ournal of Heat Transfer
ing values for Type-B MWCNT under fully developed nucleate
boiling conditions. In the fully developed nucleate boiling region,
Type-A MWCNT yielded much higher wall heat flux values than
the corresponding values for the bare silicon wafer at a given wall
superheat. For the saturated condition, the wall superheat at the
CHF point and the associated heat flux were 16.8°C and
14.3 W /cm2, respectively, for Type-A MWCNT. This wall heat
flux value was 52.5% higher than the corresponding CHF value
for the bare silicon surface. Type-B MWCNT had higher CHF
values under saturated and 5°C subcooled conditions, respec-
tively, than Type-A MWCNT. The associated wall superheat val-
ues for Type-B MWCNT were also slightly higher than the corre-
sponding values for Type-A MWCNT under both saturated and
5°C subcooled conditions. Under 5°C subcooled conditions,
Type-A MWCNT enhanced heat flux near the CHF by 49.3%
compared with the bare silicon wafer �control experiment�. The
CHF values for Type-B MWCNT under saturated and 10°C sub-
cooled conditions were 58% higher for the former and 19–58%
higher for the latter when compared with corresponding values for
the bare silicon wafer at same level of subcooling.

6 Discussion
The effect of MWCNT on pool boiling can be summarized to

be due to the following.

1. The higher “effective” wall thermal conductivity due to the
presence of MWCNT, which can enhance the spatial size of
the wall temperature fluctuations or “cold-spots.”

2. The thickness of the “hairlike” MWCNT vertical protrusions
�which can disrupt the hydrodynamic instabilities, e.g., by
disrupting the microlayer region in nucleate boiling and the
“continuous” vapor film in film boiling�. This can also lead
to enhanced transient heat transfer �compared with bare sili-
con surface� by increasing the frequency and magnitude of
the cyclical liquid-solid contacts.

The experimental results are consistent with numerical models
reported in the literature. Previous numerical and experimental
results by Banerjee and Dhir �19,20� and Banerjee et al. �21� have
shown that the dynamic value of the minimum vapor film thick-

aces at high values of liquid subcooling
urf
ness for film boiling of PF-5060 is approximately 15–20 �m.

JULY 2009, Vol. 131 / 071501-7



T
a
2
v

i
e
T
2
f
e
o
T
s

F
n
T

0

he authors had discussed that surface roughness �or for example
rtificially engineered surface micro/nanostructures� greater than
0 �m could disrupt the vapor films at the points of minimum
apor film thickness leading to possible collapse of film boiling.
Comparing the results of Type-A and Type-B MWCNT surface,

t is observed that for Type-B �25 �m tall� the film boiling is
nhanced considerably more than for Type-A �9 �m thickness�.
his shows that an MWCNT surface with thickness greater than
0 �m possibly disrupts the vapor film. Therefore, MWCNT sur-
ace with thickness greater than 20 �m have better efficacy in
nhancing heat transfer in film boiling. The effect of subcooling
n heat flux enhancement is therefore more pronounced for
ype-B MWCNT than for Type-A MWCNT. This mechanism is
chematically demonstrated in Fig. 1.

Table 1 Comparison of CHF and MHF

Substrate
Bulk liquid

subcooling �°C� Tsup �°C�

Bare

Saturated 16.3
5 16.1
10 18.9
20 21.9
30 23.1

Type-A

Saturated 16.8
5 16.7
10 18.6
20 21.2
30 21.3

Type-B

Saturated 17.8
5 17.9
10 21.4
20 �24.7�a

30 �22.4�a

aThe maximum values obtained from the experiments are repo
experiments.

ig. 7 Schematic of the heat transfer mechanism for carbon
anotubes in film boiling: „a… Type-A „9 �m thickness…, and „b…

ype-B „25 �m thickness… MWCNT

71501-8 / Vol. 131, JULY 2009
The study of Banerjee et al. �19–21� also demonstrated the
existence of cold-spots in film boiling. Cold-spots are regions of
lower surface temperature than the surrounding. The study by
Banerjee et al. �19–21� showed that cold-spots serve as focused
conduits for heat transfer in film boiling. The location of the cold-
spots coincided with the location of the minimum vapor film
thickness �showing that these are coupled thermal-hydrodynamic
phenomena�. The width of the cold-spots was a function of the
wall thermal conductivity �or more specifically the thermal diffu-
sivity of the wall material�. It is expected that similar “cold spot”
regions develop during nucleate boiling in the “microlayer region”
on the wall. By analogy, it would be expected that the size �or
width� of the cold-spots under the microlayer would be dictated
by the wall thermophysical properties.

Since MWCNT structures have higher thermal conductivity
than the silicon substrate, the size of the cold-spots is bigger for
surfaces coated with MWCNT than for the bare silicon wafer.
Hence the efficacy of the cold-spots is enhanced due to the pres-
ence of the MWCNT structures. MWCNT structures that disrupt
the vapor film at the minimum vapor film thickness �or location of
the cold-spots� would enhance the liquid-solid contacts and cause
transient quenching of the heater surface with further augmenta-
tion of heat transfer in film boiling. Hence, Type-B MWCNT
surface causes heat transfer augmentation in film boiling while
heat transfer augmentation is not observed during the film boiling
experiments for Type-A MWCNT surface.

From Fig. 5 it is observed that there is marginal enhancement in
film boiling heat transfer ��20%� at a liquid subcooling of 5°C
for the bare silicon wafer. At liquid subcoolings of 10°C, 20°C,
and 30°C, the film boiling heat fluxes are enhanced by �25%,
�80%, and �125%, respectively, for both bare silicon and
Type-A MWCNT. The heat flux is marginally higher for Type-A
MWCNT than for bare silicon in the film boiling regime at sub-
cooling of 30°C and is similar to the heat flux values for Type-B
MWCNT in subcooled film boiling at low levels of subcooling,
within the bounds of the measurement uncertainty. This is consis-
tent with numerical predictions in the literature. Numerical studies
reported by Banerjee and Dhir �19,20� show that the minimum
value of the dynamic vapor film thickness decreases with an in-
crease in subcooling. Banerjee and Dhir �19,20� predicted that for
subcooling of 10°C the minimum vapor film thickness is greater

ues from the pool boiling experiments

HF MHF

Q�W /cm2� Tsup �°C� Q�W /cm2�

9.4 43.1 3.4
10.4 43.7 4.1
11.6 50.7 4.7
13.0 72.0 6.0
13.6 74.8 7.1

14.3 38.2 3.1
15.5 40.0 3.5
15.8 40.6 3.9
16.2 61.8 5.6
17.5 66.0 7.0

14.8 53.3 5.5
16.8 62.9 6.8
18.4 74.6 8.4

�15.5�a - -
�12.2�a - -

since critical heat flux condition could not be attained in the
val

C

rted
than 15 �m for film boiling. Hence, at subcooling greater than
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0°C vapor film thickness is expected to be lower than 15 �m.
he experimental results show that at subcooling exceeding
0°C, the heat flux is enhanced by 80–115%, possibly due to a
ecrease in the minimum thickness of the dynamic vapor film and
onsequently by the spontaneous disruption of the vapor film
similar to Fig. 7� by the MWCNT.

In contrast, there is low sensitivity of heat transfer augmenta-
ion to the thickness of the MWCNT surface in nucleate boiling.
or a wall superheat of 10°C at high subcooling levels of 20°C
nd 30°C, heat fluxes are enhanced for Type-A MWCNT by
5.8% and 36.9%, respectively, and for Type-B by 10.1% and
4%, respectively, compared with the bare silicon wafer at the
ame levels of subcooling.

This shows that the enhancement in CHF decreased for the
WCNT coated surfaces with an increase in subcooling �when

ompared with the corresponding heat flux values on the bare
ilicon substrate�. This is potentially due to the different configu-
ations of vapor column formation at CHF for the nanotube coated
urfaces compared with the bare surface �as described above�. At
ow subcooling and saturated pool boiling the bubble size was
igger and had bigger vapor columns. Enhanced heat transfer
hrough the microlayer potentially contributed to the higher
ubble departure frequency. However, at higher subcooling, the
ubble departure process was similar for nanostructured surfaces
nd smooth �bare� surfaces. The reason for higher heat flux at high
ubcooling for the nanotube coated surfaces is potentially due to
he higher nucleation site densities.

This is because in nucleate boiling and at the CHF, the size and
istribution of the nucleation sites is expected to be the limiting
ariable rather than the thickness of the surface structures. The
hickness of the MWCNT in these experiments is greater than the
hickness of the microlayer �2�. The thickness of the microlayer is
stimated to be in the range of 10–100 nm �1,2�. Therefore, both
ypes of MWCNT are able to disrupt the microlayer resulting in
nhanced liquid-solid contact and, consequently, enabling similar
eat flux enhancements at comparable wall superheat values at
ow subcooling levels. Alternately, the thickness of the microlayer
an also be enhanced by capillary wicking due to the presence of
he MWCNT “forests” which are 8–16 nm in diameter and of
omparable pitch. Such a high spatial density of hairlike protru-
ion can provide enough capillary pressure to increase the thick-
ess of the microlayer �estimated to be by as much as 100%� and
herefore provide additional surface area for heat transfer. Hence
he interfacial thermal resistance �or Kapitza resistance �2�� can be
ignificantly reduced due to the presence of the MWCNT.

A potential mechanism for the delayed occurrence of CHF at
igher superheats could be through the suppression of “mush-
oom” type of bubbles or enhanced formation of vapor stems that
rap superheated liquids at CHF �e.g., Ref. �22��. This can occur
ue to the hair-like protrusion of the MWCNT into the mushroom
ype bubble or through formation of additional vapor stems due to
resence of MWCNT on the surface. Also, an anomalous behavior
s noted at low subcooling where the CHF is enhanced and occurs
t lower wall superheat. This is in contrast to the behavior at high
ubcooling where the CHF is measured to be enhanced and to
ccur at high wall superheats. This behavior recurred for both
anotube coated surfaces and the MWCNT coated surfaces. Ad-
itional investigations are needed to conclusively verify the
echanisms responsible for extending the wall superheat required

or CHF for boiling on nanostructured surfaces and to understand
he effect of the thickness of the nanostructures on CHF.

Conclusions
Boiling experiments were conducted using PF-5060 as the test

uid on silicon wafer substrates. The experiments were conducted
ith a bare silicon wafer and two silicon wafers containing a
niform layer of vertically aligned MWCNT of two different

hicknesses, respectively �Type-A: 9 �m and Type-B: 25 �m�.

ournal of Heat Transfer
�1� In the nucleate boiling regime, the enhancement heat flux is
weakly dependent on the thickness of the MWCNT.

�2� The heat flux enhancement for nanotube coated substrates
decreases with an increase in subcooling. This is potentially
due to a change in the morphology of the bubble departure
process with an increase in subcooling.

�3� The nucleation site density increases on the nanotube
coated surfaces compared with the bare substrate.

�4� In nucleate boiling, MWCNT coated substrates �both 9 �m
and 25 �m thickness� yield higher wall heat fluxes under
saturated and subcooled conditions compared with a bare
silicon surface. The Type-B MWCNT array augments CHF
by �62% compared with a bare silicon surface under satu-
rated and 10°C subcooling, respectively.

5� Wall heat flux values near the CHF for Type-B MWCNT
exceed those for Type-A MWCNT under saturated
condition.

�6� In the film boiling regime, the heat flux is sensitive to the
thickness of the MWCNT coating. For Type-B MWCNT
�25 �m thickness� the wall heat flux values are enhanced
under saturated ��62%�, 5°C subcooling ��62–124%�,
10°C subcooling conditions ��66–148%�, compared with
control experiments performed on a bare silicon surface.
However, for Type-A MWCNT �9 �m thickness� the wall
heat flux values are similar to the corresponding values for
the bare silicon surface during film boiling, for low sub-
cooling. At high subcooling, the film boiling heat flux val-
ues are enhanced significantly and by similar magnitudes
for both bare silicon and Type-A MWCNT coated heaters.
This is consistent with the dynamic models for film boiling
reported in the literature.

�7� Type-B MWCNT coated substrate is more sensitive to sub-
cooling compared with Type-A MWCNT and a bare silicon
wafer in the film boiling regime.
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omenclature
A � area �m2�
g � acceleration due to gravity �m /s2�
k � thermal conductivity �W /m K�
n � total number of pairs of vertically aligned

thermocouples
q � average wall heat transfer in the axial direction

�W�
q� � mean heat flux �W /m2�
T � temperature �°C�

�Ti � temperature gradient between two vertically
aligned thermocouples �°C�

�T � temperature gradient between top of the copper
cylinder and the test surface �°C�

�xi � distance between the two vertically aligned
thermocouples �m�

� � relative uncertainty

ubscripts
Cu � copper cylinder
j, k � thermocouple position in a vertically aligned

plane
sat � saturation condition

sup � wall superheat
v � vapor property
w � wall �boiling surface�
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Specific Heat Measurement of
Three Nanofluids and
Development of New Correlations
This paper presents the specific heat measurements of three nanofluids containing alumi-
num oxide, zinc oxide, and silicon dioxide nanoparticles. The first two are dispersed in a
base fluid of 60:40 by mass of ethylene glycol and water (60:40 EG/W) and the last one
in deionized water. Measurements were conducted over a temperature range of 315–363
K, which is the normal range of operation of automobile coolants and building heating
fluids in cold regions. The nanoparticle volumetric concentrations tested were up to 10%.
The measured values were compared with existing equations for the specific heat of
nanofluids. A close agreement with the experimental data was not observed. Therefore, a
new general correlation was developed for the specific heat as functions of particle
volumetric concentration, temperature, and the specific heat of both the particle and the
base fluid from the present set of measurements. The correlation predicts the specific heat
values of each nanofluid within an average error of about 2.7%.
�DOI: 10.1115/1.3090813�

Keywords: nanofluids, specific heat, two-phase mixture, concentration dependence, tem-
perature dependence
Introduction
Nanofluids are a new class of heat transfer fluids containing

ispersion of nanometer-sized particles �less than 100 nm� in con-
entional fluids. They have gained significant importance in the
ast decade due to their enhanced heat transfer capabilities. East-
an et al. �1� proved from their experiments that a mere
.3 vol % of copper nanoparticles, having a mean diameter of
ess than 10 nm dispersed in ethylene glycol, can enhance the
hermal conductivity by 40% over the base fluid. From the experi-
ental findings of Xuan and Li �2�, the Nusselt number increases

y 40% over the base fluid for a 2% volumetric concentration of
opper nanoparticles in water. This encouraging finding has moti-
ated the scientific communities to explore the thermophysical
roperties of nanofluids, which influences strongly the heat trans-
er characteristics.

In the cold regions of the world, like Alaska, Canada, and the
ircumpolar countries, the heat transfer fluids used in automobiles,
eat exchangers in industrial plants, and in building heating sys-
ems encounter subzero temperatures. Therefore, it is a common
ractice to use ethylene glycol or propylene glycol mixed with
ater in different proportions as a heat transfer fluid whose prop-

rties are given in the handbook of American Society of Heating,
efrigerating and Air-Conditioning Engineers �ASHRAE� �3�.
enerally, ethylene glycol has a better heat transfer performance

han propylene glycol, except for its toxicity. A mixture of 60%
thylene glycol and 40% water �60:40 EG/W� by mass is com-
only used. Replacing the conventional heat transfer fluids with

anofluids will make systems more efficient. However, to evaluate
he thermal performance of nanofluids, their thermophysical prop-
rties must be determined. The objective of the present study is to
xperimentally determine the specific heat of nanofluids, which
epresents the heat carrying capacity, and then compare the results
ith available theory.

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received May 31, 2008; final manuscript received
ecember 23, 2008; published online May 6, 2009. Review conducted by Patrick E.

helan.

ournal of Heat Transfer Copyright © 20
The experiments were conducted for nanoparticles suspended
in two different base fluids. The aluminum oxide �Al2O3� and zinc
oxide �ZnO� nanoparticles were suspended in a base fluid of 60:40
EG/W mixture, and the silicon dioxide �SiO2� nanoparticles were
suspended in water. Very few experimental studies are available in
the literature on the measurements of specific heat of nanofluids.
Zhou and Ni �4� presented the measurements of the specific heat
of water-based Al2O3 nanofluid as a function of concentration at
one temperature, 33°C. However, their experiments are limited to
only one nanofluid in one type of base fluid, and no correlation
has been derived. Namburu et al. �5� presented specific heat mea-
surements of SiO2 in the 60:40 EG/W base fluid. Their data are
also limited to one nanofluid, showing a plot of specific heat as a
function of volumetric concentration at a fixed temperature.
Therefore, in order to analyze the specific heat data of nanofluids
more extensively, comprehensive measurements of three different
nanofluids were carried out.

The samples of Al2O3, ZnO, and SiO2 nanofluids tested had
average particle sizes of 44 nm, 77 nm, and 20 nm, respectively.
These nanofluids were obtained from the manufacturer Alfa Aesar
�6� as high concentration �up to 50% by mass� dispersion in water
and subsequently different proportions of 60:40 EG/W were
added to prepare nanofluid samples of different volumetric con-
centrations of up to 10%. In making nanofluids, manufacturers use
the surfactants to stabilize the dispersion of nanoparticles, which
will affect the specific heat of the nanofluid. A variety of surfac-
tants are used by different manufacturers. The information on the
surfactant was not available from Alfa Aesar. The experiments of
Hong and Marquis �7� show that a surfactant of 1% by weight
yielded a good dispersion quality. Their nanofluid in ethylene gly-
col and water solution gave a dispersion stability of more than 1
month with an ultrasonication time of only 20 min. For such small
percentage of surfactant, the effect on the specific heat may not be
considerable. However, this is an important area to research by
conducting measurements with different surfactants with various
weight percentages.

Measured data of specific heat were compared with available
theoretical equations, and close agreement was not observed.

Therefore, new correlations were developed as a function of sev-
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ral variables that are physically pertinent. These correlations will
e useful in computing accurately the specific heat of nanofluids.

Theory
Recent research on nanofluids by Pak and Cho �8� and Maiga et

l. �9� has shown that, for low volumetric particle concentrations,
he convective heat transfer coefficient of nanofluids can be ex-
ressed by modifying the constants of the conventional correla-
ions for laminar and turbulent flows developed for single-phase
uids. However, the proper thermophysical properties of nano-
uids must be employed. These properties should be for a two-
hase mixture of liquid and solid. A well-known correlation pro-
osed by Dittus and Boelter �10� for convective heat transfer
nder turbulent flow condition is

Nu = C Rea Prb �1�

n the above equation the Nusselt number �Nu=hd /k� expresses
he heat transfer coefficient h in a tube of diameter d for a fluid of
hermal conductivity k. The Reynolds number �Re=Vd� /�� of a
uid flow depends on the average velocity V, density �, and dy-
amic viscosity �. The Prandtl number �Pr=Cp� /k� is a function
f specific heat Cp. All thermophysical properties including Cp
epend on the nanofluid temperature and the nanoparticle volu-
etric concentration. Due to this dependence of the Prandtl num-

er on the specific heat Cp of the fluid, the specific heat must be
nown accurately for evaluating the heat transfer coefficient of
anofluids.
For a single-phase fluid, Dittus and Boelter �10� specified C

0.023, a=0.8, and b=0.4 for a fluid being heated. For nano-
uids, Pak and Cho �8� empirically derived C=0.021, a=0.8, and
=0.5 by performing experiments on �-Al2O3 and TiO2 nano-
uids. Maiga et al. �9� proposed C=0.086, a=0.55, and b=0.5
rom their numerical simulations under constant heat flux bound-
ry conditions. Therefore, it is evident that correlations for a
ingle-phase fluid can be extended to nanofluids. Notice from Eq.
1� that for the same Reynolds number and Prandtl number of
ifferent fluids, the Nusselt number remains unchanged. However,
ecause the thermal conductivity k of nanofluids is higher than the
ase fluid, the heat transfer coefficient h becomes higher, provid-
ng the superior heat transfer performance of nanofluids. Equation
1� is a simple form of the convective flow equation, and nano-
uids may involve dependence of other parameters such as the
article Peclet number, as presented by Xuan and Li �2�.
Furthermore, for evaluation of the total heat transfer rate q̇ from

ne fluid to another in a heat exchanger, such as in automobile
adiators or building heating coils, the appropriate equation from
ejan �11� is

q̇ = ṁCp�Ti − To� �2�

n Eq. �2� ṁ is the mass flow rate of the fluid inside the flow
assage, and Ti and To are the inlet and outlet temperatures of the
uid when the fluid transfers q̇ amount of heat to the air surround-
ng it. Because specific heat directly affects the heat transfer q̇, it
ust be known precisely. Another important parameter in heat

ransfer is thermal diffusivity �nf =knf / ��nfCpnf�, which is depen-
ent on the specific heat. This characteristic determines how fast
eat will diffuse through the nanofluid such as the flow of heat
rom automobile engine cylinders to the coolant. Therefore, it is
rucial to have accurate correlation for evaluating the specific heat
f various nanofluids. Due to the aforementioned reasons, we
ave focused our attention on developing new correlations to de-
ermine the specific heat of nanofluids accurately in this paper.

2.1 Specific Heat Equations. With solid particles dispersed
n a liquid, the equation of the specific heat for the two-phase
ixture will be a function of the particle concentration. Such a

orrelation for nanofluids was presented by Pak and Cho �8�, tak-

ng the idea from the liquid-particle mixture theory.

71601-2 / Vol. 131, JULY 2009
Cpnf = �Cps + �1 − ��Cpbf �3�

where Cpnf is the specific heat of the nanofluid, Cps is the specific
heat of the solid nanoparticle, � is the particle volumetric concen-
tration, and Cpbf is the specific heat of the base fluid.

Subsequently Xuan and Roetzel �12� modified this correlation
by assuming thermal equilibrium between the nanoscale solid par-
ticles and the liquid phase by rewriting the above equation to
include the density.

Cpnf =
��sCps + �1 − ���bfCpbf

�nf
�4�

where �s is the density of the solid nanoparticle, �bf is the density
of the base fluid, and �nf is the density of the nanofluid. The
product of density and specific heat is the volumetric heat capacity
of each constituent and that of the nanofluid.

Both the Pak and Cho equation �Eq. �3�� and the Xuan and
Roetzel equation �Eq. �4�� require the specific heat of a base fluid
to calculate the specific heat of a nanofluid. In our experiments,
one of the base fluids was 60:40 EG/W. The specific heat data of
the base fluid were obtained from ASHRAE �3� and was plotted in
Fig. 1 to develop a curve-fit relation over the temperature range at
which the experiments were conducted. The data fit nicely with a
coefficient of determination R2=1 by a linear curve-fit.

Cpbf = 4.2483T + 1882.4 �5�

where Cpbf is in J /kg K and 293 K�T�363 K.
Additionally, Eq. �4� requires an expression for the density of

base fluid to calculate the specific heat of nanofluids. In Fig. 2 the
curve-fit polynomial for the density of base fluid, 60:40 EG/W
from ASHRAE �3� data, has been developed.

�bf = − 0.0024T2 + 0.963T + 1009.8, R2 = 1 �6�

where density is in kg /m3 and 293 K�T�363 K.
Table 1 gives the density and specific heat of the nanoparticles

used in the present research. The density values of all nanopar-
ticles are provided by the manufacturer, Alfa Aesar �6�. The spe-
cific heats of Al2O3 and SiO2 nanoparticles are taken from Ref.
�13� and that of ZnO is taken from Ref. �14�.

3 Experimental Setup and Procedure
The experimental setup for measuring the specific heat of any

liquid is shown in Fig. 3. The apparatus consists of a 7.6 cm �3
in.� inside diameter and 16.76 cm �6.6 in.� long acrylonitrile buta-
diene styrene �ABS� container. This low thermal conductivity and
low diffusivity material is selected to minimize heat flow from the
fluid into the container wall and to ensure that the major portion of

Fig. 1 Development of a curve-fit equation for the specific
heat of the base fluid „60:40 EG/W… from ASHRAE †3‡ data
heat goes into the fluid to increase its temperature. The apparatus
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s designed to hold about 0.66 l of liquid. The nanofluids are
eated from about 315 to 363 K by using an electrical immersion
eater, as shown in Fig. 3. Six copper-Constantan thermocouples
re placed in the apparatus. Four thermocouples are placed within
he liquid volume; one at the top, one at the bottom, and two in the
iddle �one on the heating coil�. The average of the four tempera-

ures in the liquid is taken as the mean temperature. One thermo-
ouple is placed on the outer surface of the container and one at
he midpoint of the insulation. These thermocouples are connected
o a data logger that records the temperature data at every 15 s
nterval. The container is insulated by two layers of insulation.
he inner layer is 6.35 cm �2.5 in.� thick fiber glass insulation
urrounding the container that fits the contour of the cylindrical
ontainer. The outer layer consists of 10 cm �4 in.� thick extruded
olystyrene board insulation. This arrangement minimizes the
eat flow away from the fluid. A Variac is used to supply constant
attage to the immersion heater, and the power input into the
anofluid is monitored by a power meter.
The thermal energy supplied to the electrical heater heats the

anofluid, heating coil, container, and the insulation. Each of these
omponents was weighed carefully in a mass balance. A small
mount of heat is also transmitted to the environment through the
nsulation. The specific heat of a nanofluid was calculated from
he following equation:

ig. 2 Development of curve-fit relation for the density of base
uid „60:40 EG/W… from ASHRAE †3‡ data

Table 1 Properties of nanoparticles

ype of nanoparticle
Density of particle

�kg /m3�
Specific heat of particle

�J /kg K�

l2O3 �44 nm� 3600 765
iO2 �20 nm� 2220 745
nO �77 nm� 5600 514

ig. 3 Experimental setup for specific heat measurement of

anofluids

ournal of Heat Transfer
Cpnf =
Q̇�t − mCCPC�TC − mCOCPCO�TCO − mINCPIN�TIN − q̇L�t

mnf�Tnf

�7�

where Q̇ is the heat applied to the electrical heater in watts deter-
mined from the power meter. The time interval �t is measured by
the data logger �s�, �T is the temperature rise �K�, m is the mass
�kg�, CP is the specific heat �J /kg K�, and q̇L is the heat transfer to
the environment �W�. The subscripts C represents the container,
CO the heating coil, and IN the insulation. The masses of the
container, coil, and insulation are measured individually by an
electronic mass balance. The specific heat of container �ABS plas-
tic� is taken from a handbook, and the specific heats of the coil
and insulations are taken from Ref. �13�. The temperature change
�T is recorded at every 15 s interval. The surface temperatures of
the insulations and their dimensions are measured at the same
time interval. The thermal conductivities of insulations are taken
from Ref. �13�. Using these data the heat transfer to the environ-
ment through the insulation is calculated from the heat conduction
equation.

4 Results and Discussions

4.1 Uncertainty of Experimental Data. From Eq. �7�, the
uncertainty in the specific heat measurement can be determined
from the standard approach presented by Coleman and Steele
�15�. The parameters we measured were the rate of heat input to
the nanofluid, the temperature, and the mass of several objects and
dimensions of insulations.

�Cpnf

Cpnf
= ���Q̇

Q̇
�2

+ ��mc

mc
�2

+ ���TC

�TC
�2

+ ��mCO

mCO
�2

+ ���TCO

�TCO
�2

+ ��mIN

mIN
�2

+ ���TIN

�TIN
�2

+ ��q̇L

q̇L
�2

+ ��mnf

mnf
�2

+ ���Tnf

�Tnf
�2�1/2

�8�

Specific heats of the container, heating element, and insulations
were directly read from tabulated values in books and were not
measured quantities in this experiment. The data acquisition sys-
tem was capable of sampling temperatures at intervals of micro-
seconds. Therefore, the uncertainty in �t of 15 s was considered

negligible. For the power meter, ��Q̇ / Q̇� is about 1%. For the
electronic precision mass balance, ��m /m� is about 0.5%. The
uncertainty in measurements of temperature for copper-
Constantan thermocouple used in this apparatus is 	0.5°C be-
tween −100°C and 400°C. Therefore, at the mean temperature of
50°C within the range of measurements, ��T /T�=1%. The uncer-
tainty in calculating the heat loss through the insulation can be
expressed as

�q̇L

q̇L

= ���A

A
�2

+ ��TC

TC
�2

+ ��TO

TO
�2

+ ��X1

X1
�2

+ ��X2

X2
�2�1/2

�9�

where X1 and X2 are thicknesses of insulations, and TC and TO are
the surface temperatures of insulations. The thermal conductivities
of insulations were taken from Ref. �13�. The uncertainty in length
measurement �L /L by the modern metrological gauge is about
0.5%. The area A is proportional to the square of the length di-
mension L, so the uncertainty in area measurement is �A /A
= ��2��L /L��2�1/2. Using the above numbers �q̇L / q̇L=1.87%. Fi-
nally combining all the uncertainties together in Eq. �8� the un-
certainty in measurement of the specific heat of nanofluid is

��Cpnf /Cpnf�=3.1%.

JULY 2009, Vol. 131 / 071601-3
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4.2 Benchmark Test Cases. Before measuring the specific
eat of any nanofluid with this apparatus, benchmark tests were
onducted with the two base fluids, 60:40 EG/W and deionized
ater whose specific heats are accurately known from the
SHRAE �3� handbook and Bejan �11�, respectively. A mass of

bout 0.7 kg of base fluid was introduced into the container for the
pecific heat measurement. A constant heat rate of 40 W was
upplied to the heating element to increase the temperature of
ater to 363 K. The temperature change was recorded at every 15
interval.
The results of these measurements and the data from ASHRAE

3� and Bejan �11� are presented in Fig. 4 over a temperature
ange of 315–363 K. Since we have measured data at every 15 s,
he data points are numerous. Therefore, the experimental results
ppear as a continuous line in Fig. 4. A good agreement is ob-
erved between the current measurements and the published data.
he maximum error between the measurement and ASHRAE data

or 60:40 EG/W is about 7.0%, and an average error of 4% is
bserved. A maximum error of about 3.1% and an average error of
.9% are observed between the measurement and the data of Be-
an for water.

4.3 Al2O3 Nanofluid. After verifying the accuracy of the ap-
aratus and the measurement procedure by comparing the mea-
ured specific heat values of the base fluid, comprehensive mea-
urements of specific heat were conducted for the Al2O3
anofluid, with particle volumetric concentrations of 2%, 4%, 6%,
%, and 10% dispersed in the base fluid of 60:40 EG/W. Figure 5
resents the data for Al2O3 nanofluid. It is observed that the spe-
ific heat of this nanofluid decreases with an increase in the vol-
me concentration. Furthermore, like many single-phase liquids,
he specific heat of this nanofluid also increases with temperature.

From the data, subsequently empirical correlations were devel-
ped. Yaws �16� presented the specific heat correlations of many
iquids in the cubic polynomial form, as shown in Eq. �10�.

Cpnf = Ai + BiT + CiT
2 + DiT

3 �10�

here i=1–5 is the number of concentrations.
Following that approach we developed correlations for the

l2O3 nanofluid in the same form. For each concentration in Fig.
, a cubic polynomial in the form of Eq. �10� was developed with
coefficient of determination R2=0.99. Next, all these coeffi-

ients A, B, C, and D were curve fitted against the five concen-
rations. It was found that only a fourth order polynomial �Eq.

2

ig. 4 Comparison of measured values of the specific heat of
wo base fluids, 60:40 EG/W and water, with the ASHRAE †3‡
nd Bejan †11‡ data, respectively
11�� could give a good coefficient of determination R 
0.99.

71601-4 / Vol. 131, JULY 2009
Ai = a1�4 + a2�3 + a3�2 + a4� + a5 �11�
Similarly, three other fourth order polynomials are necessary for
Bi, Ci, and Di. Das �17� presented a complete set of polynomials
and the resulting correlation for the Al2O3 nanofluid in the form
Cpnf �T ,��. However, these polynomials are highly oscillatory
showing high and low peaks. Although the above approach math-
ematically includes the dependence of both temperature and con-
centration, calculating the specific heat at intermediate values of �
and T may yield highly off results. Moreover, this equation is
applicable to only Al2O3 nanoparticles suspended in a base fluid
of 60:40 EG/W mixture, so similar tedious polynomials have to be
developed for other nanofluids. Therefore, this approach was dis-
carded, and an attempt was made to develop a simpler and more
general correlation. The development of this new correlation,
which includes the dependence of temperature, concentration, and
specific heat of both the nanoparticles and the base fluid used in
the nanofluids, is described in Sec. 4.8.

4.4 Volumetric Heat Capacity. The volumetric heat capacity
�Cpvnf =�nfCpnf� of a nanofluid is the quantity of heat required to
raise the temperature of a unit volume of nanofluid by 1°C. It is
of interest to determine how this heat capacity is affected by the
presence of nanoparticles in a liquid. Figure 6 presents the volu-
metric heat capacity of an Al2O3 nanofluid at three different tem-
peratures, 310 K, 340 K, and 360 K, as a function of particle
volumetric concentration. It is observed that the volumetric heat
capacity calculated from the experimental specific heat values and

Fig. 5 Measured specific heat values for different concentra-
tions of the Al2O3 nanofluid in a base fluid of 60:40 EG/W

Fig. 6 Variation in volumetric heat capacity of the Al2O3 nano-

fluid with concentration at three different temperatures

Transactions of the ASME
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rom the Xuan and Roetzel �12� correlation remains nearly con-
tant with a variation in concentration. The density of the nano-
uid increases, and the mass-based specific heat decreases with an

ncrease in concentration. The product of these two opposite
hanges nullifies the effect of concentration variation on the volu-
etric heat capacity, making it a constant. It is also observed from
ig. 6 that the volumetric heat capacity calculated from the Pak
nd Cho �8� correlation increases with the increase in concentra-
ion. This is because the Pak and Cho correlation overpredicts the
pecific heat value when compared with the experimental data.

The heat transfer rate in a heat exchanger is q̇= V̇Cpv�T. A
onstant volumetric heat capacity indicates that no extra volumet-

ic flow rate V̇ will be necessary in a heat exchanger when replac-
ng the conventional fluid with nanofluid for the same amount of
eat transfer rate q̇ under a similar temperature change �T of the
uid. The volumetric heat capacity increases with an increase in

emperature. From Fig. 6 we notice that, for a temperature in-
rease of 12%, the volumetric heat capacity of the experimental
ata increases by 8%. Therefore, the use of nanofluid is more
eneficial at higher temperatures.

4.5 SiO2 Nanofluid. Figure 7 displays the measured specific
eat values of the SiO2 nanofluid varying in particle volumetric
oncentration from 2% to 10%. In order to include the effect of a
ifferent base fluid on the specific heat of a nanofluid, this experi-
ent was conducted with water as the base fluid. The results in
ig. 7 show that the specific heat of this nanofluid increases mod-
rately with an increase in temperature. However, the specific heat
ecreases substantially with an increase in particle volumetric
oncentration.

4.6 ZnO Nanofluid. Figure 8 presents the experimental val-
es of the specific heat of the ZnO nanofluid. The base fluid in this
xperiment was 60:40 EG/W. The specific heat results show simi-
ar trends, as shown by the prior two nanofluids, namely, an in-
rease in the specific heat with an increase in temperature and a
ecrease in the specific heat with an increase in particle volumet-
ic concentration.

4.7 Comparison With Existing Correlations. A major ob-
ective of the present study was to verify if Eq. �3�, given by Pak
nd Cho �8�, and Eq. �4�, given by Xuan and Roetzel �12�, match
he measured specific heat values accurately. Figure 9 shows the
omparison between the experimental and the theoretical specific
eat values for a 7% volumetric concentration of the ZnO nano-
uid. An overprediction of about 17% by the Pak and Cho equa-

ion is observed. The error with the Xuan and Roetzel equation
ncreases with the temperature, reaching a maximum value of

ig. 7 Variation in the specific heat of SiO2 nanofluid of differ-
nt volumetric concentrations with temperature
.5% at 363 K. It appears that these equations do not represent the

ournal of Heat Transfer
specific heat of a nanofluid properly. The conventional formula,
Eq. �4�, is based on the thermal equilibrium between the nanopar-
ticles and the liquid phase. We believe that the solid phase par-
ticles and the liquid phase are not in thermal equilibrium. Due to
their higher thermal diffusivity, the nanoparticles absorb heat
faster than the base fluid and attain a higher temperature than the
base fluid. The situation deviates more and more from the thermal
equilibrium when the temperature increases with the addition of
more heat. Due to a higher temperature rise of particles, an energy
balance yields a higher specific heat value for the nanofluid. This
conjecture is confirmed by comparing the present experimental
specific heat values with Eq. �4�, as observed in Fig. 9. The per-
centage deviation increases with the increase in temperature. It is
also clear that the deviation will increase with an increase in the
particle volumetric concentration. Furthermore, Eq. �4� does not
have the temperature as a variable exclusively. The temperature
effect is accounted for mildly via the base fluid, which is not
adequate. Therefore, it is imperative that a new correlation is de-
veloped as function of particle and fluid specific heats, concentra-
tion, and temperature for accurate calculation of the specific heat
of nanofluids.

4.8 General Correlation for Three Nanofluids. Finally,
from the measured data of three nanofluids in two base fluids, a
general correlation was developed for the specific heat. It is well
known that the specific heat should be dependent on temperature,
particle volumetric concentration, and specific heat of the nano-

Fig. 8 Variation in the specific heat with temperature for a ZnO
nanofluid at different particle volume concentrations

Fig. 9 Comparison of the experimental specific heat values
with the Pak and Cho equation „Eq. „3…… and the Xuan and Ro-

etzel equation „Eq. „4…… for a 7% ZnO nanofluid

JULY 2009, Vol. 131 / 071601-5
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article and the base fluid. The correlation was developed as a
pecific heat ratio �Cpnf /Cpbf� of the nanofluid to the base fluid so
hat it can be used for different base fluids. First the specific heat
atio was plotted against temperature for two different particle
olume concentrations to determine the nature of variation in the
pecific heat ratio with temperature and concentration. Figure 10
resents the variation in the Al2O3 nanofluid with temperature for
wo particle volumetric concentrations. From this figure, one can
bserve that the specific heat ratio of the nanofluid is a linear
unction of temperature within the range of the experiment and is
nversely proportional to the concentration of the nanofluid.

With these observations, a new correlation was derived using
he statistical software of Silva and Silva �18�. The equation that
est fits the experimental data of all three nanofluids prepared
rom two kinds of base fluids is given as Eq. �12�.

Cpnf

Cpbf
=
��A�T� + B�� Cps

Cpbf
��

�C + ��
�12�

he curve-fit coefficients for each nanofluid are tabulated in Table
. This equation is applicable over the temperature range of
15 K�T�363 K for volumetric concentrations ranging from
���0.1 for Al2O3 and SiO2 nanofluids and 0���0.07 for
nO nanofluid.
In order to demonstrate the accuracy of Eq. �12�, three arbitrary

article volumetric concentrations were chosen for three nano-
uids. They are 2% SiO2, 3% ZnO, and 8% Al2O3. The results of
alculations using Eq. �12� and the experimental data of specific
eat are presented in Fig. 11. An excellent agreement between the
ew correlation and experimental data is observed.

Conclusions
The specific heat values of an EG/W mixture �60:40 by mass�
ithout any nanoparticle suspension obtained from the experi-
ents show good agreement with those of the ASHRAE �3� data,

alidating the accuracy of experimental setup and procedure.

ig. 10 Variation in the specific heat ratio of the Al2O3 nano-
uid with temperature for two particle volumetric
oncentrations

Table 2 Curve-fit coefficients for different nanofluids

anofluid A B C
Max. error

�%�

Avg.
absolute error

�%�

l2O3 0.0008911 0.5179 0.4250 5 2.28
iO2 0.001769 1.1937 0.8021 3.1 1.5
nO 0.0004604 0.9855 0.299 4.4 2.7
71601-6 / Vol. 131, JULY 2009
Measurements show that the specific heat value decreases as the
volumetric concentration of nanoparticles increases. This decrease
is compatible with the lower specific heat of particles being added
to the base fluid. The specific heat increases with an increase in
temperature. Existing equations do not predict the specific heat of
nanofluids accurately. Therefore, a general specific heat correla-
tion, developed from the experimental data of Al2O3, SiO2, and
ZnO nanofluids, takes into account particle volume concentration,
temperature, and specific heat of both the particles and that of the
base fluid. These data include two different base fluids: �i� water
and �ii� 60:40 EG/W. This new correlation is applicable for con-
centrations up to 10% for Al2O3 and SiO2 nanofluids, and up to
7% for a ZnO nanofluid, within the temperature range of 315–363
K. A fair estimate of specific heats of other nanofluids, for which
no correlation exists, can be made from this general equation.
Future measurements of other nanofluids should establish the uni-
versality of this correlation or any refinement.
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Thermostructural Design of a
Flying Winglet Experimental
Structure for the EXPERT Re-entry
Test
Within the framework of the European Experimental Re-entry Test Bed (EXPERT) Pro-
gram, aimed at improving the understanding of physical phenomena occurring during the
return of space vehicles from space to earth, the design of a flying winged experimental
payload has been performed in order to assess the thermomechanical behavior and
resistance of ultrahigh temperature ceramics (UHTC) in real flight aerothermal environ-
ment. The EXPERT flying winglet article is intended to reproduce such conditions. Par-
ticular interest covers the design of the interfaces between the UHTC winglet and the
EXPERT capsule thermal protection systems since thermal stresses arise during the re-
entry phase. The fixation of the winglet to the capsule is achieved by means of dedicated
bolts that must tolerate mechanical loads occurring at the first stages of the flight, that is,
lift-off, ascent, and separation stages. The thermostructural design is performed by em-
ploying ANSYS/Workbench finite element commercial code; simulations take into account
transient thermostructural loading conditions, the elastic-fragile behavior of the ceramic
materials, and the temperature dependent elastic-plastic behavior of the capsule thermal
protection systems. In the postprocessing phase, UHTC critical areas have been identified
by following two different approaches. The first approach is deterministic and consists in
applying a maximum stress criterion, the stress at a node is compared with the tempera-
ture dependent strength at that node. The second approach, which is commonly employed
for elastic-fragile materials, is probabilistic and consists in applying a Weibull-like fail-
ure criterion. Thermal and structural analyses simulating the re-entry phase have dem-
onstrated that the maximum stresses and temperatures evaluated do not exceed their
corresponding limits. Then, a configuration respecting all the requirements of the design
has been identified, and its thermal and mechanical performances are discussed in
detail. �DOI: 10.1115/1.3109242�

Keywords: winglet, thermostructural analyses, ultra high temperature ceramics, hot
structures
Introduction

Aircraft structures designed for supersonic flights are subjected
o aerodynamic heating caused by the air in the boundary layer
eing progressively slowed down. This process generates heat and
onsequently all the external surfaces on the aircraft are heated.
his in turn leads to nonuniform transient temperatures that pro-
uce thermal stresses and deformations. Likewise, spacecraft
tructures are subjected to aerodynamic heating during launch and
e-entry phases of their operations, in addition to solar radiation
hile operating in space �1�.
The design of structures for winged flight vehicles that fly

hrough the Earth’s atmosphere poses several challenges to struc-
ural designers. First of all, the selection of materials and design

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received May 20, 2008; final manuscript received

ebruary 6, 2009; published online May 5, 2009. Review conducted by Ben Q. Li.

ournal of Heat Transfer Copyright © 20
structures that can withstand the aerothermal loads of high speed
flight. These loads are applied on the external surfaces of the flight
vehicle and consist of pressure, skin friction �shearing stresses�,
and aerodynamic heating �heat flux�. Pressure and skin friction
have important roles in aerodynamic lift and drag, while aerody-
namic heating is the predominant structural load �2,3�.

Aerodynamic heating induces elevated temperatures that can
affect the structural behavior in the following two ways.

1. Elevated temperatures degrade the material’s ability to with-
stand loads since elastic properties, such as Young’s modu-
lus, are significantly reduced. Moreover, allowable stresses
are reduced.

2. Thermal stresses are generated by the restrained local or
global thermal expansions/contractions.

The development of future low risk re-entry vehicles is strongly
linked to the capability of employing reusable sharp hot struc-

tures. This choice is driven by the need to improve safety and to

JULY 2009, Vol. 131 / 071701-109 by ASME



a
�
r
c

h
e
w
s
o

v
s
t
w
fl
T
w
t
h

i
d
t
b
h
fl
k

R
w
t
c
c

t
s
U
5
t

d
d
h

0

llow typical aircraft maneuverability. The sharp hot structures
SHS� technology consists of adopting ultra high temperature ce-
amics �UHTC� that are characterized by high thermal, mechani-
al, and chemical properties �4–6�.

Unlike classic thermal protection systems �TPSs�, hot structures
ave both thermal and structural functions; they work well at el-
vated temperatures, near the radiation equilibrium condition
here aerodynamic heating is entirely radiated to the external

pace and no thermal energy is transferred in the internal structure
f the re-entry vehicle �7�.
The idea is to adopt this technology for critical areas of the

ehicle such as nose cap and wing leading edge. During hyper-
onic flight, significantly higher heating occurs on a sharp struc-
ural component compared with a blunt one �8�; this is due to the
ell-known functional dependence of the stagnation point heat
ux on the inverse of the square root of the curvature radius.
herefore, to use a sharp configuration, new materials capable of
ithstanding the high temperatures must be developed. The high

emperatures and the high thermal gradients can induce in sharp
ot structures relevant thermal stresses.
The European Experimental Re-entry Test Bed �EXPERT� is an

n-flight research program, with the objective to improve the un-
erstanding of critical aerothermodynamics phenomena, such as
ransition, catalysis, blackout, real gas effects, and shock wave
oundary layer interactions, associated with flap efficiency and
eating. It includes multiple Space Launch Vehicle VOLNA
ights on generic configurations. At present two ballistic flights �5
m/s and 6 km/s� are planned �9�.
In the frame of the EXPERT Program, the Italian Aerospace

esearch Centre �CIRA� is developing a scientific payload, which
ill be mounted on the EXPERT capsule, devoted to the in-flight

esting of an innovative class of high temperature materials that
an be considered as potential candidate materials for new con-
epts of hot structures.

The objective of the technical activities is the design, manufac-
uring and testing of a structural subcomponent represented by a
mall winglet made of ultra high temperature ceramics. The
HTC chosen for the experiment is a dense �more than
kg /dm3� ZrB2–SiC composite ceramic, which can withstand

emperatures higher than 2500°C.
The winglet-shaped test article chosen for such application is

esigned in order to achieve significant temperatures at its tip
uring the re-entry phase and in order to prevent unacceptable
eating at the interface with the EXPERT capsule.

Fig. 1 Winglet connection with PM1000 s
EXPERT capsule
Since the payload is far from the stagnation point in a zone

71701-2 / Vol. 131, JULY 2009
where heat fluxes are relatively low, the winglet shape is con-
ceived in such a way to provoke local perturbations of the heat
fluxes around it and to engender critical conditions for the mate-
rials under test. These perturbations should not influence critically
the EXPERT capsule TPS. The payload/capsule interface design
should be aimed at the minimization of the thermal stresses
�10,11� caused by the difference in terms of thermal expansion
coefficient and Young’s modulus between the ceramic and the
metallic parts. The design drivers can be summarized in the fol-
lowing lines.

1. The winglet has to be shaped in order to generate high ther-
mal fluxes at its tip.

2. Temperatures on thermal protection systems should remain
lower than their limits.

3. Mechanical interfaces have to be designed in order to pre-
vent the failure of the payload, since the difference between
the coefficient of thermal expansion of the materials in con-
tact is relevant.

4. The payload weight must not modify the aerodynamics of
the capsule.

5. A potential failure of the payload must not compromise the
integrity of the capsule.

Moreover, the article has to resist the remarkable accelerations
encountered during the capsule mission �12�.

Figure 1 shows the winglet external shape �maximum burden�
and its aerodynamic configuration. The ceramic part of the
winglet is mounted on the EXPERT capsule TPS through a
PM1000 support/interface. It should be remarked that the nature
of the contacts at the interfaces between ceramic and metallic
parts presents several uncertainties. In fact, they cannot be at-
tached �glued or bolted, for instance� because of the relevant dif-
ference in terms of coefficients of thermal expansion and the poor
fracture toughness of the ceramic-based material with respect to
the metallic one. As a consequence the connection should be done
only by means of dedicated interfaces. These are opportunely
shaped in order to eliminate rigid body motion and, at the same
time, to avoid rigid constraint �13–15� leading to excessive ther-
mal stresses.

Therefore since gaps are expected to establish at such inter-
faces, they should be considered in the numerical models in order
to realistically simulate the behavior of the connection.

In general, the independent variables in the thermal stress cal-

port interface and winglet location on the
up
culations are the modulus of elasticity, the coefficient of thermal

Transactions of the ASME
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xpansion, and the temperature differential. When a bar is pre-
ented from growing by infinitely rigid external restraint, a stress
of magnitude E��T will be generated �E is the Young Modulus,
is the coefficient of thermal expansion, and �T is the tempera-

ure difference�; to compute realistic restraints and thermal
tresses, a fourth variable must be added to the thermal stress
quation, which is a restraining factor K

� = KE��T �1�
In such a way the deflections caused by the applied thermal

oad will reduce the stress in the thermally strained member by a
actor K by allowing some thermal expansion. Then, the thermal
tress in a structural member will be a maximum corresponding to
=1 for a fully restrained member and will be nonexistent �K
0� for an unrestrained member. This simple explanation of ther-
al stresses is fundamental to understanding thermal-structural

esign �16,17�. Actually, thermal stresses may be categorized as
tresses caused either by external restraints or stresses caused by
nternal restraints. The stresses in the second category are the
esults of regions of the structure having different temperatures,
ifferent stiffnesses, or different thermal expansion coefficients.
nder these conditions the member may restrain itself, thus pro-
ucing thermal stresses.
Then, it is necessary to design interfaces where K values are as

mall as possible.
One of the main aims of the present paper is to assess the

erformance of winglet/PM1000 interfaces and the capabilities to
imulate them. Particular attention has been paid to the contact
urface modeling, which is the most challenging problem in the
nite element simulation of the thermomechanical behavior of hot
tructures.

The thermal and structural analyses performed take also into
ccount the postyield hardening capabilities of the PM1000 me-
allic based material, the elastic-fragile behavior of the ZrB2–SiC
omposite ceramic and their corresponding thermal and mechani-
al temperature dependent properties.

Figures 1 and 2 illustrate how the UHTC winglet is connected
ith the PM1000 support and the winglet location on the EX-
ERT capsule.
The assembling scheme of the ceramic winglet with the metal-

ic support is shown in Fig. 2. An elastic pin, which has not been
onsidered for finite element analyses, is mounted on the PM1000
upport in order to avoid the disassembling of the payload.

Half Winglet has been considered for finite element analyses
ecause of the load and geometry symmetry with respect to the yz
lane �see Fig. 3�.

Computational Fluid Dynamics Analyses
Three dimensions computations have been performed by using

Fig. 2 Assembling scheme
he CIRA code H3NS. It is a structured multiblock finite volume

ournal of Heat Transfer
solver that allows for the treatment of a wide range of compress-
ible fluid dynamic problems and has been widely validated. The
fluids treated as a mixture of perfect gases in the case of thermo-
chemical nonequilibrium flows. The chemical model for air is due
to Park and is characterized by 17 reactions among five species
�O, N, NO, O2, and N2�, neglecting the presence of inert gas in the
air �e.g., Ar�. The energy exchange between vibrational and trans-
lational modes is modeled with the classical Landau–Teller non-
equilibrium equation, with average relaxation times taken from
the Millikan–White theory modified by Park. For what concerns
transport coefficients, the viscosity of the single species is evalu-
ated by a fit of collision integrals calculated by Yun and Mason,
the thermal conductivity is calculated by means of the Eucken
law; the viscosity and thermal conductivity of the gas mixture are
then calculated by using the semi-empirical Wilke formulas. The
diffusion of the multicomponent gas is computed through a sum
rule of the binary diffusivities of each couple of species �from the
tabulated collision integrals of Yun and Mason�. For what con-
cerns turbulent modeling, two-equation k-� �with and without
compressibility effects� models are available.

With respect to the numerical formulation, the conservation
equations, in integral form, are discretized by means of a finite
volume cell centered technique. Inviscid fluxes are computed with
a flux difference splitting method, and second order formulation is
obtained by using an essentially nonoscillatory �ENO�-like recon-
struction of interface values. Viscous fluxes are computed with a
classical centered scheme. Time integration is performed by em-
ploying an explicit multistage Runge–Kutta algorithm coupled
with an implicit evaluation of the chemical and vibrational source
terms.

The winglet will fly along a 5 km/s entry trajectory. The maxi-
mum heat flux conditions along the reentry have been used for the
three-dimensional CFD computations of the aerodynamic field
around the winglet.

Laminar to turbulent boundary-layer transition is considered
one of the most critical aerothermodynamic phenomena due to the
associated local temperature peaks and drag increase; unfortu-
nately it is not yet fully understood from a physical point of view
and hypersonic transition prediction based on ground test
extrapolation-to-flight is not reliable. In fact, chemistry effects are
difficult to simulate in ground facilities, and cold hypersonic fa-
cilities are affected by external disturbances �wind tunnel related�,
which constitute dominant sources of perturbations for transition
triggering. Thus, only flight experiments with well-characterized
disturbances �triggering transition where required� may provide
essential information to be coupled with ground facilities data and
numerical simulation results.

With regard to catalicity, since the uncertainty in the available

Fig. 3 Geometry of the model considered for finite element
analyses
experimental data, compared with literature models, is very high,

JULY 2009, Vol. 131 / 071701-3
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he most critical condition for the PM1000 plate has been consid-
red, which are noncatalytic winglet and fully catalytic PM1000
late �18�.
The air flow direction in the proximity of the winglet is illus-

rated in Fig. 4.

Thermostructural Analysis
The present paragraph describes the finite element model

dopted for the thermal and the structural analyses.
Aerodynamic heat fluxes, calculated by means of CFD analyses

llustrated in the previous paragraph, have been employed as in-
uts for the thermostructural analyses.
Thermal fluxes applied on the finite element model are evalu-

ted by means of the following equation:

Q̇ = h�H0 − cpTw� �2�
here

• h is the convection coefficient evaluated by CFD analysts
• H0 is the total enthalpy
• cp is the specific heat
• Tw is the wall temperature

Tw is updated at every time step starting from 300 K, which is
he initial temperature of the body.

The calculated heat fluxes are multiplied by a safety factor
qual to 1.2 �this value has been evaluated by aerothermodynamic
nalysts in order to take into account the possible laminar to tur-
ulent boundary-layer transition which cannot be predicted �19��.
The heat flux distribution on the external surface of the body

as been estimated according to the approach described below.
At first the diagram of the heat fluxes at the stagnation point

ersus time was traced �see Fig. 5�. Then the time instant �t��
orresponding to the maximum heat flux �q�� was individuated.

Fig. 4 Air flow direction around the winglet
Fig. 5 Heat flux variation with time for the stagnation point

71701-4 / Vol. 131, JULY 2009
Successively, knowing the heat flux at each point of the body at
t�, a scale factor, defined as the ratio between the considered heat
flux value and q�, can be calculated for every point.

Finally, the scale factors have been used to obtain the heat flux
of every point at every time instant.

All the thermostructural analyses have been performed by em-
ploying the commercial code ANSYS �20�. In the preprocessor
phase, computer aided three dimensional interactive appplication
�CATIA� �21� models have been imported into the ANSYS Work-
bench tool.

Figure 5 describes heat flux variation with time for the stagna-
tion point during the re-entry phase. The maximum heat flux value
is almost 1900 W /m2.

The stagnation point is located on the winglet tip; a flow reat-
tachment occurs on the PM1000 plate near the UHTC winglet. To
be more precise, the hypersonic flow separates at the winglet tip
and reattaches downstream provoking heat flux peaks on the
PM1000 plate �Fig. 6 illustrates the heat flux distribution at t
=115 s, when the maximum heat flux for the stagnation point is
detected; a zoom of the reattachment area is also illustrated�.

The half structure has been modeled because of the load and
geometry symmetry along the longitudinal axis of the winglet/
plate. The model includes part of the metallic EXPERT capsule
TPS base plate.

The analyses have been performed in a sequential way, consid-
ering a thermostructural uncoupled approach. As a first step, the
unsteady temperatures have been evaluated by performing nonlin-
ear transient thermal analyses. The following boundary conditions
for the thermal analyses have been employed:

1. transient thermal fluxes �from CFD calculations� applied at
the exposed external surfaces

2. radiation conditions applied at all the external surfaces
3. adiabatic conditions on the symmetry plane and on PM1000

plate internal surface

Winglet and plate emissivity have been, respectively, set equal
to 0.66 and 0.7.

Radiation conditions have been simulated by employing the
ANSYS AUX12 radiation matrix method: This method works for
generalized radiation problems involving two or more surfaces
receiving and emitting radiation �22�. The method consists in gen-
erating a matrix of form factors �view factors� between radiating
surfaces �or between a radiating surface and the ambient� and
using the matrix as a superelement in the thermal analysis. Hidden
or partially hidden surfaces can be included, as well as a space
node that can absorb radiation energy �23,24�.

With regard to the structural analyses, temperatures evaluated
in the previous transient thermal analysis have been applied as
body force load on the finite element structural model. Static
structural analyses have been performed at specified time instants
�where higher temperatures occur�.

Symmetry conditions have been applied on the symmetry
plane, the plate has been assumed to be simply supported. The

Fig. 6 Heat flux distribution at t=115 s
rear line of the plate has been fixed to prevent the system rigid
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ody motion. On the contrary, the UHTC part has been connected
o the PM1000 support/interface and to the PM1000 plate by
eans of friction contacts only.
A sensitivity analysis has been performed in order to select the

ptimum mesh in terms of shape and number of elements. Two
lements in the PM100 plate thickness have been considered.

The discretized domain has around 150,000 nodes. Three-
imensional “20 node thermal solid” and “10 node tetrahedral
hermal solid” have been employed for the thermal analysis; “20
ode structural solid” and “10 node tetrahedral structural solid”
lements have been chosen for the structural analyses. Interfaces
re modeled by using CONTA174/TARGE170 “8 node surface to
urface contact” elements.

The materials employed are as follows:

1. ZrB2–SiC UHTC ceramic winglet
2. PM1000 interfaces �support+bolts�

The elastic-plastic behavior of the PM1000 material has been
odeled in ANSYS by means of the bilinear kinematic hardening

aw; it considers two linear stress-strain relationships character-
zed by two different slopes up to and beyond the yield stress
imit. Moreover, the bilinear kinematic hardening option assumes
hat the total stress range is equal to twice the yield stress �25�.

PM1000 thermal and mechanical properties variations with
emperature are shown in Table 1.

Density and Poisson’s modulus have been considered constant
ith temperature; their values together with the temperature limit
se are summarized in Table 2.
Table 3 represents tensile strength, thermal conductivity, spe-

ific heat, and thermal expansion variations with temperature for
he UHTC.

able 1 Thermal conductivity, specific heat, thermal expan-
ion coefficient, Young’s modulus, and tensile strength for the
M1000

Temperature
�K�

Thermal
conductivity

�W /m K�

Specific
heat

�J /kg K�

Thermal
expansion
coefficient

�1/K�

Young
modulus

�GPa�

Tensile
strength
�MPa�

300 12 450 1.3�10−5 190 490
700 22 590 1.6�10−5 160 380
1100 32 730 1.9�10−5 130 230
2000 50 950 2.5�10−5 50 55

able 2 Density, Poisson’s modulus, and temperature limit
sed for the PM1000

Density
�kg /m3� Poisson’s modulus

Temperature limit
�K�

8240 0.3 1600

able 3 Thermal conductivity, specific heat, thermal expan-
ion coefficient, Young’s modulus, and tensile strength for the
HTC

Temperature
�K�

Thermal
conductivity

�W /m K�

Specific
heat

�J /kg K�

Thermal
expansion
coefficient

�1/K�

Tensile
strength
�MPa�

300 62 470 6�10−6 490
700 64 680 6.1�10−6 560
1100 65 710 6.7�10−6 610
2000 66 800 7.1�10−6 100
ournal of Heat Transfer
Density, Poisson’s modulus, Young’s modulus, temperature
limit use, and compressive strength for the UHTC have been con-
sidered constant with temperature; their values are summarized in
Table 4.

Since no literature data concerning friction factor values be-
tween ceramic and metallic surfaces are available, a sensitivity
analysis has been performed in order to evaluate the influence of
the friction factor values on the stress fields. Three friction coef-
ficients �FCs� have been considered as follows:

1. FC=0.1
2. FC=0.3
3. FC=0.5

The analyses performed have demonstrated that the FC=0.3
condition is the most critical for the structure. Then a friction
factor equal to 0.3 has been chosen to model friction between
UHTC winglet and PM1000.

An asymmetric “pure penalty method” has been used for mod-
eling bonded contacts, while “augmented Lagrange method” has
been chosen for frictional contact surfaces �26�. The latter is more
suitable for complex geometries in “sliding contact” conditions,
where it is fundamental to obtain accurate results. Both of these
are penalty-based contact formulations, where a finite amount of
penetration between the contact surfaces is required in order to
maintain equilibrium and to compute the contact normal force.

Then

Fnormal = knormalxpenetration �3�

where Fnormal is the contact force in the normal direction, knormal is
the normal stiffness, and xpenetration is the penetration. According to
this method, the higher the contact stiffness knormal, the lower the
penetration xpenetration However, as long as xpenetration is small or
negligible, the solution results will be accurate. The main differ-
ence between the pure penalty method and the augmented
Lagrange method is that the latter augments the contact force
�pressure� calculations.

For pure penalty,

Fnormal = knormalxpenetration �4�
For augmented Lagrange,

Fnormal = knormalxpenetration + � �5�

Because of the extra term �, the augmented Lagrange method is
less sensitive to the magnitude of the contact stiffness knormal.

In general, problems involving contact mechanics are highly
nonlinear and are usually affected by convergence issues, related
to excessive values of the contact initial gap or penetration. Both
the augmented Lagrange method and the pure penalty method are
capable of handling initial nonzero gaps or penetrations, however
threshold values �depending on the problem at hand� cannot be
trespassed. Moreover, cases involving large gaps and surfaces
bonded together can result in fictitious moments being transmitted
across the boundaries. Ways to circumvent convergence problems
may consist in using “weak springs” of opportune stiffness within
the contact mechanics. However, excessive spring stiffness values
may lead to fictitious contact forces and unphysical results.

In the pos-processing phase, UHTC critical areas have been

Table 4 Density, Poisson’s modulus, Young’s modulus, and
temperature limit used for the UHTC

Density
�kg /m3�

Poisson’s
modulus

Young’s
modulus

�GPa�

Temperature
limit
�K�

Compressive
strength
�MPa�

5610 0.14 480 2300 300
identified by following two different approaches. The first ap-
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roach is deterministic and consists in applying a maximum stress
riterion, the stress at a node is compared with the temperature
ependent strength at that node, that is

FI =
Snode · SF

Smax�T�
�6�

n Eq. �6� FI is the failure index, Snode is the stress at a certain
ode, Smax�T� is the temperature dependent strength at that node,
nd SF is the safety factor, which is equal to 1.4. This value has
een required by the EXPERT Program design team for all the
ayloads mounted on the re-entry capsule.
Obviously, according to this criterion, failure occurs when FI
1.
The second approach, which is commonly employed for elastic-

ragile materials, is probabilistic and consists in applying a
eibull-like failure criterion, for which the probability of failure

w �0�Fw�1� for a stressed material is given by Eq. �7�

Fw = 1 − exp��
i=1

N � Si

Smax�T�
�m Vi

V0
� �7�

here Vi is the volume of a stressed element, V0 is a reference
olume, m is the Weibull modulus, Si is the element stress, and N
s the total number of elements. In the present case V0 equals the
olume of the samples employed for experimental strength assess-
ent �27�.

Results and Discussion of the Results
This paragraph illustrates the results of the thermomechanical

nalyses performed on the finite element model described in Sec.
.
The maximum UHTC temperature value �about 2200 K� is

eached at the stagnation point where the highest heat fluxes are
ncountered �see also Fig. 5�.

The time instant at which the stagnation point reaches its high-
st value matches with the time instant at which maximum heat
ux is encountered in the same point.
The PM1000 component temperature continues to increase

ven after the maximum heat flux instant �115 s�; this is due to the
eat flowing from the winglet. The maximum temperature values
re detected where the flow reattachment occurs.

The thermal analysis demonstrates that

1. the 1600 K temperature limit for the PM1000 is never ex-
ceeded

2. the maximum UHTC temperature is 2238K; this value does
not exceed the ZrB2-SiC temperature limit use, which is
2288 K �multiple use temperature limit�

able 5 shows maximum UHTC failure index �FI� and Weibull
robability of failure Fw evaluated at t=75 s, 100 s,, and 115 s.
he most critical condition, FI=1.2, is attained at 115 s, when the
HTC reaches its maximum temperature. According to the deter-
inistic analysis, the allowable values are exceeded. However,

hat critical FI values are attained in a very small area in corre-
pondence of stress concentrators. Truly, a high percentage of the

able 5 Maximum UHTC failure index „FI… values and Weibull
robability of failure „Fw… at t=75 s, 100 s, and 115 s,
espectively

Time
�s� Max UHTC FI

UHTC Fw
�V0=50 mm2�

UHTC Fw
�V0=480 mm2�

75 0.15 0.46�10−3 0.47�10−4

100 0.51 0.77�10−5 0.81�10−6

115 1.20 0.23�10−2 0.24�10−3
HTC volume is considerably understressed with failure index

71701-6 / Vol. 131, JULY 2009
values well below 0.3: This can be appreciated by the probabilistic
analysis, which takes into explicit account not only the values of
stress but also the volume of the stressed parts.

Two values of reference volume V0 are employed for estimating
Fw: they refer to two different test campaigns carried out on two
similar UHTC materials. It can be seen that in the worst case,
V0=50 mm2, Fw does not exceed 0.25% �see Table 5�. According
to the Weibull analysis, the occurrence of failure is a quite remote
event.

The maximum failure index value is detected near the interface
with PM1000, which is characterized by a significantly greater
coefficient of thermal expansion �see Table 1�. Then, the PM1000
support pulls against the UHTC winglet provoking high stresses at
the interface.

5 Summary and Conclusions
A thermostructural design has been performed on a winglet that

will be mounted on the EXPERT capsule for atmospheric re-entry
experiments.

The winglet is made of ZrB2–SiC, an ultra high temperature
ceramic, and is connected with a PM1000 support by means of a
PM1000 support interface to accommodate thermal stresses aris-
ing during the re-entry phase of the capsule; the PM1000 support,
in turn, is connected with the capsule thermal protection systems
by means of PM1000 bolts. The main difficulty has been met in
the design of the interfaces between the UHTC and the metallic
structure where it is important to alleviate thermal stresses and, at
the same time, to assure that the connection is still working at
elevated temperature. Thermal stresses have been minimized by
decreasing the internal restraints and, then, the restraining factor
K. In the finite element simulation phase, particular attention has
been paid to the model discretization; in fact, for complex inter-
face geometries the mesh of contact regions should be very fine.
In addition, a different contact algorithm is chosen �augmented
Lagrangian� for frictional contact surfaces in order to perform
static nonlinear analyses without convergence solution problems.

Elastic-plastic behavior of the PM1000 plate has been taken
into account in the finite element model in order to obtain accurate
results: when the PM1000 behavior becomes plastic, stresses dis-
tribute over a greater volume. As a consequence peak stress values
will decrease.

A statistical approach for the prediction of failure of the UHTC
component has been employed. In fact, the strength of ceramic
materials can unpredictably change from component to compo-
nent even if a set of nominally identical specimens are tested
under the same conditions. Therefore, the strength of a brittle
material is not a deterministic variable and has to be described in
terms of statistical distributions. According to the Weibull statis-
tical distribution, the greater the volume of the stressed material,
the higher the probability of failure.

Finally, the strengths of the thermal and structural analyses per-
formed are elastic-plastic behavior of the PM1000, accurate con-
tact modeling, and statistical approach for the evaluation of criti-
cal areas. The weaknesses are those related to the finite element
discretization of the model and to the uncertainties associated with
CFD analyses, the material properties, and the friction coefficients
between contact surfaces.

The finite element analyses simulating the re-entry phase have
demonstrated that the maximum stresses and temperatures evalu-
ated do not exceed their corresponding limits. As a result, the
conceived support/interface could be used for future applications
where critical thermal stresses arise, since two or more structures
made of different materials �then different coefficients of thermal
expansion� are connected. Moreover ultra high temperature ce-
ramics could be used as hot structures, that is, they are able to
tolerate thermal stresses at very high temperatures. That kind of
materials could be employed in the critical areas of the re-entry

vehicles where high heat fluxes are encountered.
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The presented hot structure, before being tested in flight, will be
ested in the Plasma wind tunnel facility, where the illustrated
hermostructural results will be compared with test results. The
alidation of the numerical models employed for the winglet de-
ign is fundamental to verify the thermal and structural assump-
ions considered and, then, to improve thermostructural design
nd analysis capabilities.
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Turbulent Forced Convection in a
Plane Asymmetric Diffuser: Effect
of Diffuser Angle
A simulation of two-dimensional turbulent forced convection in a plane asymmetric dif-
fuser with an expansion ratio of 4.7 is performed, and the effect of the diffuser angle on
the flow and heat transfer is reported. This geometry is common in many heat exchanging
devices, and the turbulent convective heat transfer in it has not been examined. The
momentum transport in this geometry, however, has received significant attention already,
and the studies show that the results from the �2-f type turbulence models provide better
agreement with measured velocity distributions than that from the k-� or k-� turbulence
models. In addition, the �2-f type turbulence models have been shown to provide good
heat transfer results for separated and reattached flows. The k-�-� (�2-f type) turbulence
model is used in this study due to its improved numerical robustness, and the FLUENT-CFD

code is used as the simulation platform. User defined functions for the k-�-� turbulence
model were developed and incorporated into the FLUENT-CFD code, and that process is
validated by simulating the flow and the heat transfer in typical benchmark problems and
comparing these results with available measurements. This new capability is used to
study the effect of the diffuser angle on forced convection in an asymmetric diffuser, and
the results show that the angle influences significantly both the flow and the thermal field.
The increase in that angle increases the size of the recirculation flow region and enhances
the rate of the heat transfer. �DOI: 10.1115/1.2977545�

Keywords: k-�-� turbulence model, separated flow, diffuser, forced convection
ntroduction
Flow separation and reattachment that develop due to changes

n geometry occur in many heat exchanging devices. The heat
ransfer rate varies greatly in the separated and reattached regions
f the flow, and the need to accurately simulate such behavior in
D and 3D turbulent flows has attracted a great deal of interest.
tudies on turbulent separating/reattaching flow have been con-
ucted extensively during the past decades, and the flow in 2D
lane asymmetric diffuser has been investigated both experimen-
ally and numerically �1–8�. Obi et al. �1� and Buice and Eaton
2,3� reported velocity measurements in a 10 deg diffuser. These
easurements have been used as a benchmark for validating and

mproving turbulence models. Makiola and Ruck �4� reported ve-
ocity measurements in diffusers with diffuser angles varying
rom 10 deg to 90 deg and observed that a decrease in diffuser
ngle decreases the size of the recirculation flow region and re-
uces the magnitude of the streamwise velocity inside that region.
accarino �5� examined the flow in a 10 deg diffuser using differ-
nt commercial CFD codes and compared the performance of a
ow-Reynolds number k-� turbulence model with that of the �2-f
urbulence model �9�. He concluded that the low-Reynolds num-
er k-� turbulence model could not predict the recirculation flow
egion that was measured in this specific geometry, but the �2-f
urbulence model provided results that compared well with mea-
ured values. Kaltenbach et al. �6� examined the flow in the same
eometry �10 deg diffuser� using large-eddy simulation �LES� and
eported that the mean flow, pressure coefficient, and skin friction
re in excellent agreement with measurements, but the agreement
ith velocity fluctuations and wall shear stress is less satisfactory.
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eived April 25, 2008; published online May 13, 2009. Review conducted by
autam Biswas. Paper presented at the 2007 ASME International Mechanical Engi-

eering Congress �IMECE2007�, Seattle, WA, November 10–16, 2007.

ournal of Heat Transfer Copyright © 20
Apsley and Leschziner �7� also examined the flow in this geom-
etry using both linear and nonlinear eddy-viscosity turbulence
models, as well as differential stress turbulence models, and they
concluded that nonlinear models could not produce the measured
results in the reversed flow region. From the performance of the
differential stress turbulence model, they concluded that the
pressure-strain interaction is a crucially important element that
influences the predictive performance, and the wall-normal Rey-
nolds stresses are highly sensitive to this interaction.

The results from the above studies indicate that the �2-f turbu-
lence model �9� predicts separated/reattached flows with reason-
able accuracy and can be used with a moderate computational
cost. The model introduces two additional transport equations to
the standard k-� turbulence model, where one is for the wall-
normal Reynolds stress component �2 and the other is for the
elliptic relaxation function �f� that is related to the pressure-strain
interaction. The ��2�1/2 is demonstrated to be a more appropriate
velocity scale in turbulent transport toward a wall than the k1/2

that is normally used as the velocity scale in the k-� turbulence
model since the former is a measure of turbulence anisotropy �10�.
The elliptic relaxation function f accounts for the wall blocking
effect on the Reynolds stress �11�. Durbin �9� obtained good
agreement between predicted and measured velocities using the
�2-f turbulence model for flows with massive separation, smooth
separation, and unsteady vortex shedding �10�. However, it has
been reported that this turbulence model is subject to some nu-
merical difficulties, and various modified versions were proposed
�11–14� to alleviate these difficulties. Hanjalic et al. �14� proposed
some modifications to this model in order to make it more robust
and less sensitive to near-wall grid clustering, and this modified
model is used in this study and is identified as the k-�-� turbu-
lence model in this manuscript. User defined functions �UDFs� is
developed for incorporating this turbulence model into the
FLUENT-CFD code, and this code is used as the simulation platform

in this study.
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The first objective of this study is to incorporate the k-�-� tur-
ulence model into the FLUENT-CFD code in order to improve its
redicting capabilities of turbulent convection in separated and
eattached flows. The developed UDF for this turbulence model
nd its inclusion in the FLUENT-CFD code will be validated by
imulating several benchmark cases and comparing the simulated
esults with published data. This CFD code is used extensively as a
imulation tool for two- and three-dimensional flows in complex
eometries due to its capabilities for solving different types of
ows with various choices of built-in models and various built-in
rid generating schemes. In addition it is well documented and is
elatively easy to be used. So the inclusion of an improved turbu-
ence model in such an extensively used simulation tool can be
eneficial to some users. The second objective of this study is to
imulate the effect of the diffuser angle on the turbulent forced
onvection �heat transfer� in 2D asymmetric plane diffusers with a
xed expansion ratio using the above developed capability. To the
uthors’ knowledge, detailed measurements or predictions of tur-
ulent forced convection �heat transfer� in this geometry have not
ppeared in the literature, and these two objectives motivated the
urrent study.

odel Description
The k-�-� turbulence model is a modified version of the origi-

al �2-f model where the �2 equation is replaced by an equation
or �=�2 /k, the ratio of wall-normal Reynolds stress to turbulent
inetic energy. It has been shown that the new equation for � is
ore robust numerically than the �2 equation �14� so that the

umerical stability of the model is greatly improved. A quasilinear
ressure-strain model is also applied in the f equation with addi-
ional improvements for nonequilibrium wall-bounded flows �14�.
he governing equations for turbulent forced convection, together
ith the k-�-� turbulence model and the corresponding boundary

onditions, are listed below:
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where T and L are the turbulent time scale and the turbulent length
scale, respectively. All other variables go to zero when the wall is
approached except for � and f ,

�w = lim
y→0

2�k

y2 �14�

fw = lim
y→0

− 2��

y2 �15�

The values of the above model constant coefficients are listed in
Table 1 and the nonconstant coefficient C�1 has the following
expression:

C�1 = 1.4�1.0 + 0.012/�� �16�
UDFs were developed and utilized for solving the four turbulence
model equations �Eqs. �4�–�7�� together with the other governing
equations for the flow and thermal fields using the FLUENT-CFD

solver. The use of the developed UDF for this turbulence model
with the FLUENT-CFD solver in simulating the flow and the heat
transfer for several benchmark problems �i.e., for channel flow, for
convection adjacent to a backward-facing step, and for normally
impinging jet flow on a heated flat plate and flow in a plane
asymmetric 10 deg diffuser� produced results that compared well
with measured data. A constant Prandtl number of 0.9 was used in
the solution of the energy equation for all these problems.

Although the source term in Eq. �4� is theoretically exact, some
treatment is needed in the numerical realization stage of the simu-
lation. The turbulent dissipation rate, �, which appears as a source
term in that equation, is numerically realized by �i,j

n =ki,j
n /Ti,j

n−1

instead of using its value as �i,j
n =�i,j

n−1 from the last iteration. Us-
ing the former numerical expression in the simulation produces
heat transfer results that agree better with measurements com-
pared to using the latter one. The use of either one of these ex-
pressions, however, produces similar flow results. This treatment
is similar to the one that has been utilized in the process of deriv-
ing Eq. �5� from the � equation that appears in the standard k-�
turbulence model.

The governing equations are solved by a segregated solver us-
ing the FLUENT-CFD code, and the SIMPLEC algorithm is used to
deal with the coupling between the flow field and the pressure
fields. The PRESTO! scheme is used for the pressure correction
equation, and the QUICK scheme is used for all the other equa-
tions. A grid-independent solution was obtained for each of the
benchmark cases that were tested.

Validation of the Developed UDF for the Turbulence
Model

The developed UDF code is tested and validated by simulating
four benchmark problems and by comparing the simulated results
with available benchmark data. Properties for the air that are used
in the numerical validation are evaluated at a temperature of

3

Table 1 Coefficients in the k-ε-� turbulence model

C� C�2 c1 c2 �k �� �� CT CL C	

0.22 1.9 0.4 0.65 1.0 1.3 1.2 6.0 0.36 85
293 K and are equivalent to density �=1.225 kg /m , molecular

Transactions of the ASME



v
=

o
w
t
2
T
a
a
r
a
u
c

t
m
�
R
f
a
s
=
m
a
l
l
s
l
r
t

F
a

F
R

J

iscosity �=1.81
10−5 kg /m s, specific heat capacity Cp
1005 J /kg k, and thermal conductivity �=0.0242 W /m k.
The first benchmark problem is a two-dimensional fully devel-

ped channel flow with a Reynolds number of 590 �Re�=590�,
hich is based on friction velocity and half channel height �15�. In

he current study, a duct height of 1.5 cm and bulk air velocity of
2 m /s are used for generating a Reynolds number of Re�=590.
he nondimensional velocity distribution and turbulence scalar �k
nd �� distributions versus the nondimensional wall coordinate in
fully developed flow regime are presented in Figs. 1 and 2,

espectively. It is shown that the simulated results for both time-
veraged mean velocity and turbulent quantities generated from
sing the k-�-� turbulence model compare very well with the
orresponding direct numerical simulation �DNS� data.

The second benchmark problem is the turbulent forced convec-
ion adjacent to a 2D backward-facing step. Vogel and Eaton �16�
easured both the flow and the heat transfer in this geometry

step height of S=3.79 cm and expansion ratio of 1.25� for a
eynolds number of 28,000 �based on the step height and an inlet

ree stream velocity of 11 m /s�. The inlet air flow is isothermal
nd with a developing boundary layer thickness of 1.1S. The mea-
ured reattachment length, Xr, is reported in Ref. �16� as Xr
6.7S, and the simulated value while using the k-�-� turbulence
odel is Xr=7.1S �a simulated reattachment length of 26.9 cm or
difference of less than 6% from the measured value�. The simu-

ated reattachment lengths using the Abe–Kondoh–Nagano �AKN�
ow-Reynolds number k-� turbulence model and using the k-�
hear stress transport �SST� turbulence model �two built-in turbu-
ence models in the FLUENT-CFD code �17�� are 5.4S and 6.5S,
espectively. The comparison of the simulated mean velocity dis-
ribution with measured values inside the recirculation flow region

ig. 1 Fully developed velocity distribution in the channel flow
t Re�=590

ig. 2 Turbulence scalar distribution in the channel flow at

e�=590

ournal of Heat Transfer
is presented in Fig. 3, and all the velocities in this figure are
normalized by a reference velocity of Uref=11 m /s. It can be seen
from the figure that the simulated velocity distribution compares
well with measurements.

Heat transfer measurements in the same backward-facing step
geometry using the same flow conditions as stated in the above
paragraph were also reported in Ref. �16�. The experimental ther-
mal boundary conditions consist of a uniform heat flux supplied
on the stepped wall �downstream from the sudden expansion� at a
rate of 270 W /m2, while all the other walls are insulated. Mea-
sured and simulated results for the Stanton number on the down-
stream stepped wall are presented and compared in Fig. 4. The
simulated results from using two other turbulence models �AKN
low-Re k-� and the k-� SST� are also shown in that figure for
comparison. The Stanton number resulting from using the AKN
low-Reynolds number turbulence model is more than 30% higher
than the measured values in the recirculation flow region, while
the simulated results using the k-�-� turbulence model provide
good agreement with the measured values. The use of the k-�
SST turbulence model generates heat transfer results that are also
in good agreement with measured values for this geometry, but, as
will be shown later, this model cannot predict other benchmark
problems very well.

The third benchmark problem is a normally impinging circular
jet air flow on a heated flat plate �18�, for which measurements are
available in the ERCOFTAC database. The Reynolds number is
23,000 based on the upstream bulk velocity and a nozzle diameter
of D=2.6 cm. The height of the jet discharging above the plate is
two times the nozzle diameter �D�, and the discharged air flow is
fully developed and isothermal. The air jet flow impinges nor-
mally on a flat plate that is heated by a uniform heat flux �qw� of
300 W /m2. Further details about this impinging jet air flow can be
found in the work of Baughn and Shimizu �18�. A comparison

Fig. 3 Mean stream velocity distribution in the recirculation
region

Fig. 4 Stanton number comparison for the heated wall in the

backward-facing step flow
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etween the measured and simulated results for the Nusselt num-
er on the heated plate is presented in Fig. 5. The AKN low-
eynolds number k-� turbulence model fails to simulate the mag-
itude of the measured heat transfer rate in the stagnation flow
egion, and the k-� SST turbulence model fails to simulate the
easured behavior in the same region. The k-�-� turbulence
odel shows significant improvement in simulating the behavior

nd the magnitude of the heat transfer in the stagnation flow re-
ion.
The fourth benchmark problem that is used to validate the de-

eloped UDF code is the 2D flow in a plane asymmetric 10 deg
iffuser having an expansion ratio of 4.7. Flow measurements �for
ean velocity and skin friction coefficient� in this geometry were

eported by Buice and Eaton �3,19�. The measurements are re-
orted for a Reynolds number of 20,000 based on the upstream
hannel height �H=1.5 cm� and the upstream bulk velocity of
0 m /s �3�. Isothermal air flow with a fully developed velocity
istribution in the upstream duct is introduced at the inlet of the
iffuser. Comparisons between measured and simulated results are
resented in Fig. 6 for the mean velocity distribution and in Fig. 7
or the distribution of the skin friction coefficient. Results from
sing the AKN low-Reynolds number k-� turbulence model for
imulating this flow are also presented in Fig. 6 and show that this
urbulence model fails to develop any recirculation flow region in
his small diffuser angle geometry. The k-� SST turbulence model
imulates reasonably well the reattachment point for this flow, but
t fails in simulating accurately the flow separation point in this
iffuser, as shown in Fig. 7. The k-�-� turbulence model, however,
enerates results that provide good agreements with measure-
ents.
The good agreements between measured and simulated results

or the above four benchmark problems validate the developed
DF for the k-�-� turbulence model and the process of its inclu-

ig. 5 Nusselt number comparison for the normally impinged
et flow on a flat plate
Fig. 6 Mean stream velocity comparison in a 10 deg diffuser

71702-4 / Vol. 131, JULY 2009
sion in the FLUENT-CFD code. The results also show that this tur-
bulence model offers significant improvement over the commonly
used turbulence models that are presently included in the FLUENT-

CFD code.

Problem Statement and Its Simulation
The two-dimensional asymmetric diffuser geometry that is used

in this study has an upstream duct height of H=1.5 cm and a
downstream duct height of h=4.7H, thus resulting in an expansion
ratio of 4.7 and a step height of 5.55 cm. Isothermal �at a tem-
perature of 293 K� and fully developed turbulent air flows are
introduced into the diffuser with a bulk streamwise velocity of
Ub=20 m /s, resulting in a Reynolds number ReH=20,000 �based
on the upstream duct height and upstream bulk velocity, Ub�. The
upstream bulk velocity is chosen as a reference velocity, Uref
=Ub=20 m /s in this study. This geometry and flow conditions are
similar to those used in the experiment by Buice and Eaton �19�,
where the diffuser angle was fixed at 10 deg. In this study, how-
ever, the diffuser angle will be varied between 6.5 deg and 90 deg
while keeping the expansion ratio fixed at 4.7 in order to examine
the effect of the diffuser angle on the heat convection. A uniform
and constant heat flux of qw=200 W /m2 is supplied to the bottom
wall of the diffuser �starting from the first intersection corner of
the diffuser� while treating all the other walls as adiabatic sur-
faces, as shown in Fig. 8.

The computational domain that is used in this study is 0.045 m
long upstream and 1.8 m long downstream from the first sharp
corner of the diffuser, i.e., −3X /H120. Using a longer down-
stream length of 150H did not change the reattachment length or
the bottom wall temperature distribution. The origin of the
x-coordinate axis for the simulation is taken at the first corner of
the diffuser �that is the intersection of the upstream duct with the
inclined wall of a diffuser�, and the bottom wall of the diffuser is
the beginning of the y-coordinate, as shown in the schematic of
the diffuser geometry and the computational domain in Fig. 8. The
velocity distribution from a fully developed turbulent air flow in a
duct �duct height of H=1.5 cm and bulk streamwise velocity of

Fig. 7 Skin friction coefficient comparison for a 10 deg
diffuser

Fig. 8 Schematic of the asymmetric diffuser and the compu-

tational domain
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0 m /s� and a uniform temperature of 293 K are used as the inlet
oundary conditions for the diffusers and are imposed at the inlet
lane of X /H=−3. A pressure-outlet boundary condition is used at
he diffuser’s exit plane of X /H=120. A nonuniform structured
omputational grid is used in the simulation with a finer grid near
he solid walls and in the regions where high velocity or tempera-
ure gradients occur. The grid density in the wall-normal direction
s much more critical than the streamwise grid density for an
ccurate simulation. For example, for the diffuser with a diffuser
ngle of 30 deg, a difference of less than 1% in the reattachment
ength resulted from a simulation that uses a computational grid of
80
60 points �X
Y� as compared to the simulation that uses a
omputational grid of 280
60 points. A grid-independent simu-
ation was checked and verified for each individual diffuser, and a
ample of such study for the 30 deg diffuser is shown in Table 2.
ll the results presented in this study were generated from simu-

ations with fine grids in which the resulting y+ for the first near-
all grid points are always less than unity.
Due to the large range of the diffuser’s angles that are consid-

red in this study, different types of a nonuniform structured grid
istribution are used for simulating the flow and the heat transfer
n these diffusers. A body-fitted type of a nonuniform structured
rid distribution is used when the diffuser angle is equal to, or
maller than, 30 deg. For diffusers with a diffuser angle of 60 deg
r larger, the nonuniform structured grid is generated zone by
one after partitioning the simulation domain into several zones,
nd in each zone quasiquadrilateral cells are generated. Typical
rid styles and distributions for the two cases that are discussed
bove are shown in Figs. 9 and 10.

For grid consideration, the computational cell skewness value
defined as the difference between the shape of a cell and the
hape of an equilateral cell of equivalent volume �17�� is a mea-
ure of grid quality, and it is recommended that it should be kept
t a value of less than 0.8 �in the range of 0–1, where 0 means
erfect cell� for generating good simulation results �17�. By using
he grid generation strategy that was described above, the skew-
ess value for diffusers with a diffuser angle of �30 deg is
maller than 0.26, and that for diffusers with a diffuser angle of
�60 deg is smaller than 0.35. Nonuniform but unstructured grid
istributions �triangular cells are used in the expansion region�
ith smaller skewness values were tested for both the 30 deg and

able 2 Grid independence study for the 30 deg diffuser angle
ase

Grid points �X
Y� Yp
+ Xs /H Xr /H

180
60 6.0 0 30.43
280
60 6.0 0 30.67
280
100 3.21 0 30.86
280
120 1.54 0 30.95
280
140 0.93 0 31.0

ig. 9 Body-fitted grid for diffuser angles smaller than „includ-

ng… 30 deg

ournal of Heat Transfer
the 60 deg diffusers, and these produced the same results as the
ones generated by using the nonuniform structured grid distribu-
tions that are shown in Figs. 9 and 10. For that reason, the non-
uniform structured grid distribution was used in generating all the
results that are presented in this study. The computation is consid-
ered as converged when the residuals for velocity and temperature
are smaller than 10−8 and the residuals for all other variables are
smaller than 10−6, and all the presented results are from converged
solutions.

Results and Discussion
Simulated streamlines are presented in Fig. 11 to illustrate the

effect of the diffuser angle on the general flow behavior. The
expected primary recirculation flow region develops downstream
from the first sharp corner, and an increase in the diffuser angle
results in a larger recirculation flow region and, consequently, a
larger reattachment length. For the backward-facing step geom-
etry �diffuser angle of 90 deg�, a very small recirculation flow
region appears to develop at the bottom corner of the step with an
opposite recirculation flow direction than the one in the primary
recirculation flow region, but such region is not observed in dif-
fusers with smaller diffuser angles. In diffusers with diffuser
angles less than 30 deg, flow separation does not start at the first
corner of the diffuser but further downstream along the inclined
step wall. The results in Fig. 11 also show that a recirculation flow
region does not develop in diffusers with diffuser angles equal to,
or smaller than, 6.5 deg. The flow separation and reattachment
locations for the different diffusers are listed in Table 3. The re-
sults show that the separation and reattachment points do not
change appreciably for the cases when the diffuser angle varies
from 30 deg to 90 deg, but significant changes in these locations
develop when the diffuser angle is below 30 deg. The magnitude

Fig. 10 Quasiquadrilateral grid for diffuser angles greater than
„including… 60 deg
Fig. 11 Streamlines in diffusers with different diffusers

JULY 2009, Vol. 131 / 071702-5



o
c
t

t
A
d
fl
i
h
i

t
a
t
t
g
i
s
b
o
d
a
t
s
w
t
a
t
t

T
d

F
d

0

f the velocities that develop in the recirculation flow region in-
reases as the diffuser angle increases, and this is responsible for
he increase in the heat transfer.

The effect of the diffuser angle on the air temperature distribu-
ion is presented in Fig. 12 through plots of temperature contours.

local hot region develops near the second corner of the diffuser
ue to relatively low convective velocities in that region of the
ow, and the maximum air temperature that develops in the region

ncreases as the diffuser angle increases. The thickness of the
eated fluid layer that develops above the bottom heated wall also
ncreases as the diffuser angle increases.

The effect of the diffuser angle on the streamwise wall tempera-
ure distribution for the heated bottom wall is presented in Fig. 13,
nd the small arrow symbols in this figure identify the locations of
he second corner in each diffuser. Significant changes in the wall
emperature develop in the first half of the recirculation flow re-
ions when the diffuser angle varies between 30 deg to 90 deg. It
s interesting to note that in that range of diffuser angles the flow
eparation and the reattachment locations do not change apprecia-
ly but the wall temperature does. The peak in these distributions
ccurs in the neighborhood of the second corner of each specific
iffuser and the magnitude of that peak increases as the diffuser
ngle increases. However, in the fully developed regime, the wall
emperature is higher when the diffuser angle is smaller; i.e., a
maller diffuser angle corresponds to worse cooling of the heated
all by the inlet fluid in the fully developed flow region. The peak

hat develops in the wall temperature distribution for a diffuser
ngle of 90 deg is 337.5 K, but it is not shown in Fig. 13 in order
o enhance the visibility of the other peaks that are presented in
he figure.

able 3 Separation and reattachment points for different
iffusers

Diffuser angle
�deg� Xs /H Xr /H �Xr−Xs� /H

6.5 NA NA NA
10 7.07 27.33 20.16
15 1.33 28.89 27.56
30 0 31.0 31.0
60 0 31.66 31.66
90 0 31.82 31.82

ig. 12 Temperature contours in diffusers with different

iffusers

71702-6 / Vol. 131, JULY 2009
The effect of the diffuser angle on the streamwise distribution
of the bulk air temperature is presented in Fig. 14. The bulk air
temperature and the peak exhibited in its distribution increase
with increasing diffuser angle. The increase in bulk air tempera-
ture with increasing diffuser angle is due to the increase in the
heated wall surface area. The bulk air temperature for the smallest
diffuser angle of 6.5 deg exhibits no peaks since no flow recircu-
lation is developed in the diffuser, and its behavior is similar to a
flow in a straight duct. The fully developed flow region in each
diffuser can be identified by the region where the slope is starting
to be constant in these distributions, i.e., similar to a fully devel-
oped bulk air temperature distribution in a straight duct with the
same thermal boundary conditions.

The effect of the diffuser angle on the streamwise distribution
of the Stanton number �based on the bulk temperature� is pre-
sented in Fig. 15 �the distributions for the 60 deg and 90 deg
diffusers are not easily differentiable from each other in the fully
developed regime�. A higher diffuser angle produces a higher heat
transfer rate, and this is due to the effect of a larger recirculation
flow region and stronger interactions between the fluid and the
heated wall inside this region. The region that is in the neighbor-
hood of the second corner of the diffuser corresponds to a region
with the local minimum Stanton number, i.e., a location with a
relatively low local convective heat transfer rate. After this mini-
mum value, the Stanton number starts to increase to a peak in a
location upstream of the reattachment point. This peak is higher
and moves upstream as the diffuser angle increases. The distance
between the reattachment point and the location where the Stanton
number is a maximum increases with increasing diffuser angle.
The Stanton number starts to decrease after its peak along the
streamwise direction and approaches asymptotically its fully de-
veloped flow behavior as in a duct with a constant cross-sectional
area.

Fig. 13 Temperature along the heated wall in different
diffusers

Fig. 14 Streamwise distribution of bulk temperature in differ-

ent diffusers

Transactions of the ASME



C

i
i
t
b
t
w
r
p
c
a
e
t
i
r
w
m
t
d
A
a
d
fl
t
a
c
f
h
fl
t

A

e
C
�

N

F
d

J

onclusions
UDFs for the k-�-� turbulence model have been developed and

ncorporated into the FLUENT-CFD code for the purpose of exam-
ning the effect of an asymmetric diffuser angle on forced convec-
ion. The developed UDF code was validated by simulating four
enchmark problems that included both turbulent flow and heat
ransfer measurements and by comparing the simulated results
ith published data. Very good agreements between simulated

esults and measurements were obtained for these benchmark
roblems. The results generated by using this turbulence model
ompare better with benchmark data than the ones that are gener-
ted by using commonly used turbulence models that are pres-
ntly included in the FLUENT-CFD code. The simulated results for
he asymmetric diffuser indicate that most of the characteristics
ncrease as the diffuser angle increases, such as the size of the
ecirculation flow region, the reattachment length, the maximum
all temperature, the bulk air temperature and its peak, and the
aximum Stanton number. When the diffuser angle is smaller

han 30 deg, flow separation does not start at the first corner of the
iffuser but further downstream along the diffuser’s inclined wall.

recirculation flow region does not develop when the diffuser
ngle is equal to, or smaller than, 6.5 deg. The increase in the
iffuser angle also results in the increasing magnitude of reversed
ow velocities in the recirculation flow region, and this enhances

he heat transfer rate. The distance between the reattachment point
nd the location where the Stanton number is a maximum in-
reases with increasing diffuser angle. The developed UDF code
or the k-�-� turbulence model could be used to predict turbulent
eat transfer in other geometries with separated and reattached
ows with reasonable accuracy, and it offers some improvements

o the capabilities of the FLUENT-CFD code.
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omenclature
Cf � skin friction coefficient,

Cf =��du /dy�w / �0.5�ub
2�

Cp � thermal specific heat �J kg−1 K−1�
D � nozzle diameter �m�
f � elliptic relaxation function

Gk � turbulent kinetic energy production �times den-
−1 −3

ig. 15 Stanton number distribution along the heated wall in
ifferent diffusers
sity� �kg m s �

ournal of Heat Transfer
H � upstream channel height in diffuser geometry
�m�

k � turbulent kinetic energy �m2 s−2�
k+ � nondimensional turbulent kinetic energy, k+

=k /u�
2

L � turbulent length scale �m�
Nu � Nusselt number, Nu=qwD /��T̄w− T̄in�
Prt � turbulent Prandtl number
qw � heat flux �W m−2�

r � radius from the jet impingement center point
�m�

Re� � Reynolds number based on friction velocity
and half channel height for two-dimensional
channel flow, Re�=u�� /�

S � step height �m�
S̄ � strain rate magnitude �s−1�

Sij � strain rate tensor �s−1�
St � Stanton number, St=qw / ��UrefCp�T̄w− T̄b�� �in

the second test case of convection in 2D

backward-facing step, St=qw / ��UrefCp�T̄w

− T̄in���
T � turbulent time scale �s�
T̄ � temperature �K�

T̄b � bulk average temperature, T̄b=
�uT̄dy /
�udy
�K�

Ub � bulk average velocity �m s−1�
Ui � velocity component �m s−1�

Uref � reference velocity �m s−1�
u� � friction velocity, u�=	�w /� �m s−1�
�2 � wall-normal Reynolds stress component

�m2 s−2�
xi � coordinate vector component �m�
Xr � reattachment point �m�
Xs � separation point �m�
y+ � nondimensional distance from the wall, y+

=yu� /�, y is the distance from the wall

Greek Symbols
� � diffuser angle �deg�
� � half channel height �for two-dimensional chan-

nel flow� �m�
� � turbulent dissipation rate �m2 s−3�
� � thermal conductivity �W m−1K−1�

�t � turbulence viscosity �kg m−1 s−1�
� � kinematic viscosity �m2 s−1�
� � density �kg m−3�

�w � wall shear stress, �w=���dU /dy�w �kg m−1 s−2�
� � �2 /k

Subscripts
in � inlet of the computational domain
w � wall
p � first near-wall point
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Heat Transfer and Pressure Drop
Correlations for Square Channels
With 45 Deg Ribs at High
Reynolds Numbers
Systematic experiments are conducted to measure heat transfer enhancement and pres-
sure loss characteristics on a square channel (simulating a gas turbine blade cooling
passage) with two opposite surfaces roughened by 45 deg parallel ribs. Copper plates
fitted with a silicone heater and instrumented with thermocouples are used to measure
regionally averaged local heat transfer coefficients. Reynolds numbers studied in the
channel range from 30,000 to 400,000. The rib height �e� to hydraulic diameter �D� ratio
ranges from 0.1 to 0.18. The rib spacing �p� to height ratio �p /e� ranges from 5 to 10.
Results show higher heat transfer coefficients at smaller values of p /e and larger values
of e /D, though at the cost of higher friction losses. Results also indicate that the thermal
performance of the ribbed channel falls with increasing Reynolds numbers. Correlations

predicting Nusselt number (Nu) and friction factor � f̄� as a function of p /e, e /D, and Re
are developed. Also developed are correlations for R and G (friction and heat transfer
roughness functions, respectively) as a function of the roughness Reynolds number �e��,
p /e, and e /D. �DOI: 10.1115/1.3090818�
Introduction
Cooling gas turbine vanes and blades let the engine operate at a

igher temperature and therefore, at a higher efficiency. Modern
ngines incorporate a lot of external and internal cooling tech-
ologies. Film cooling is used on the surface of the blade, pin-fin
ooling is used inside the trailing edge, impingement cooling is
sed inside the leading edge, and rib-turbulated cooling is used in
he central body of the blade.

In a gas turbine engine, a small percentage of the air passing
hough the compressor is ducted such that it bypasses the com-
ustion chamber and flows through a channel within the blade
cting as a coolant. A common technique used to enhance heat
ransferred from the hot blade to the coolant air is rib-turbulated
ooling—where the flow inside the channel is tripped by a series
f ribs—inducing turbulence and therefore increasing the heat
ransfer. However, this obstructed turbulent flow inevitably incurs

large pressure drop �owing to increased form drag due to the
ibs�. The designer must therefore keep both heat transfer and
ressure drop in mind before selecting a channel. Of late, rib-
urbulated cooling has also being used in solar air heaters �1�.

Scaled down experiments �preserving the Reynolds number
ithin the incompressible flow regime� are key to analyzing the
arious parameters that effect rib-turbulated cooling. Experiments
re typically run at and around room temperature and at much
ower pressures than those encountered in gas turbines. The re-
ults are presented in an appropriate nondimensional form and can
e scaled up and down by the designer.
When the spacing between two consecutive ribs �p� is very

arge in comparison with the height of the rib �e�, the heat transfer
nhancement and friction factor penalty tend to be small, since the
hannel has very few ribs. Taller ribs tend to increase the heat
ransfer coefficient �at the cost of incurring a larger pressure drop�.

ost of the literature focuses on lower blockage ratios �e /D
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�0.2�. High blockage channels have been investigated by Taslim
and Lengkong �2� and more recently by Bailey and Bunker �3�.

Instead of using ribs perpendicular to the flow to trip the flow,
it has been found that using ribs inclined to the flow is more
beneficial from both heat transfer and friction factor �pressure
drop� perspectives. This is because secondary flows developing
along the turbulators introduce a “secondary” swirl within the
channel, which improves the heat transfer coefficient. Investiga-
tions into the structure of the secondary flow have been performed
in the literature �4–6�.

Further derivatives of the inclined rib concept �the crossed ribs,
the V-shaped rib, inverted V-shaped rib, the broken parallel rib,
the V-shaped broken ribs, delta and wedge shaped ribs, etc.� have
been studied by Lau et al. �7� and Han et al. �8,9�. V-shaped ribs
are shown to enhance heat transfer over parallel ribs at lower
friction factors than comparable parallel ribs. The broken
V-shaped ribs are found to enhance heat transfer further at a com-
parable pressure drop.

At lower Reynolds numbers in the ribbed channel, both the
friction factor and average “fully developed” Nusselt number are

found to be relatively low. The typical friction factor � f̄� tends to
attenuate to a constant value as the Reynolds number is increased.
The Nusselt number shows a monotonically increasing trend with
the Reynolds number.

When these parameters are compared with a those of a smooth

channel, �f0 and Nu0�, the f̄ / f0 ratio tends to increase with Re,
since f0 tends to fall with Re, as is documented in classic experi-
ments conducted by Moody �10�. Though the heat transfer coef-
ficient increases in absolute value with an increase in Re, the
enhancement ratio over a corresponding smooth channel tends to
decrease with an increase in Reynolds number. It is well estab-
lished that the thermal performance �F� of the channel, defined as

F= �Nu /Nu0� / � f̄ / f0�1/3, tends to fall with increasing Re.
There are many studies available in literature, which consider

channels of varying aspect ratios from W /H= 1
4 to W /H=4.

Though the ribbed-side heat transfer augmentation is of the same

order in all cases, the friction factor is much higher for channels

JULY 2009, Vol. 131 / 071703-109 by ASME
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ith wider aspect ratios �11�. Studies by Taslim et al. �12� have
ocused on cooling passages embedded in the leading edge of the
lade. Zhang et al. �13� performed studies on a ribbed triangular
hannel.

Turbine blades are typically manufactured by casting—which
esults in fillets at the edges of ribs in the internal passages. In-
estigations �14� have been conducted on the influence of the
rofile on the heat transfer coefficients and friction factor. It is
ound to reduce the pressure drop penalty without adversely af-
ecting the heat transfer—a beneficial effect.

From the above discussion it is evident that the heat transfer
oefficient and the friction factors depend on a variety of param-
ters. Dipprey and Sabersky �15� detailed a method to analyze the
ressure drop and heat transfer in a rough duct using nondimen-
ional parameters based on the turbulent boundary layer law-of-
he-wall. Han et al. �16–21� adapted these parameters to rib-
oughened channels. This correlation has been applied to various
ib configurations �V-shaped, V-shaped broken etc.� �8,9� and as-
ect ratios �18–21�.
Early experiments were conducted based on the thin-foil heater
ethod, where a “center-line” heat transfer coefficient was deter-
ined by placing thermocouples on the centerline of the channel

18,20�. More recently, the copper plate method �in which each
all of the channel is divided into multiple regions comprising
ne high conductivity copper plate each� has been employed �8�.
ocal heat transfer coefficients have been also measured by naph-

halene sublimation �22�, liquid crystals �23�, and IR thermogra-
hy. These local measurement techniques indicate clearly the vari-
us regions of flow separation and reattachment and zones of high
eat transfer and low heat transfer. Computational methods �24�,
s of late, have started lending further insights into secondary flow
tructures.

The current study focuses on land based power generation tur-
ines, where internal passage Reynolds numbers are very high
100,000–500,000�. Almost all studies in open literature focus on
eynolds numbers lower than 100,000. Here, Reynolds numbers

anging from 30,000 to 400,000 with blockage ratios �e /D� rang-
ng from 10% to 18% and spacing ratios �p /e� ranging from 5 to
0 are studied. The correlation by Han et al. �18–20� is modified
o fit into the parameter range investigated; a new correlation to

redict Nu and f̄ for the parameter range investigated is presented.
he copper plate technique is used to obtain regionally averaged
eat transfer coefficients.

Test Section and Experimental Procedure
Air at high pressure is ducted in from three Ingersoll Rand oil

ree compressors operating at a pressure of 820 kPa �120 psi�.
his air enters the flow loop shown in Fig. 1�a�. The flow rate of
ir is metered using a 50.8 mm �2 in.� diameter orifice plate flow
eter. This metering is performed by measuring pressures imme-

iately upstream of the orifice plate and across the orifice plate
using digital and inclined manometers, respectively�. The air en-
ers a plenum downstream of the orifice flow meter. The test sec-
ion is placed immediately downstream of the plenum, such that
he flow experiences a sudden contraction �8:1� before entering
he instrumented test section. This contraction induces an aerody-
amic and thermal “developing” region in the channel before a
fully developed” state is obtained. This is arbitrary to simulate
he entrance geometry of blade internal cooling.

The test section utilized is detailed in Fig. 1. It has a square
ross section of 101.6�101.6 mm2 �4��4��. Each of the four
alls is subdivided into ten sequential streamwise regions, com-
rising of one copper plate each. Regions are separated by rubber
askets to inhibit thermal conduction. Angled �45 deg� ribs are
ttached in a nonstaggered parallel pattern on the front and back
urfaces only. The top and bottom surfaces are left smooth. Ribs
sed are made of copper and attached to the copper plates using a

.05 mm thick double sided tape �to ensure uniform thermal con-

71703-2 / Vol. 131, JULY 2009
tact�. They are reinforced on either side using small pieces of foil
tape. Some ribs do cross over from one region to the next
region—and might create a conductive path for heat to flow from
one region to another. This effect is neglected in data reduction—
and might lead to minor errors in computing local heat transfer
coefficients. This is not expected to affect the average heat trans-
fer coefficient �used in the correlation�, computed by averaging
the fully developed regions, depicted in Fig. 2�a�.

Four silicone heaters �manufactured by Watlow Inc.� are glued
to the back of each surface �top, front, bottom, and back�. The
power input can be varied by controlling four separate single
phase transformers and can be measured by measuring the voltage
applied to the heater by a digital multimeter.

Each plate is instrumented with T type copper-constantan ther-
mocouples, the front �ribbed� and top �smooth� copper plates have
four thermocouples each, while the back �ribbed� and the bottom
�smooth� plates have one thermocouple each. The thermocouples
are buried inside a 0.4 mm �1/64 in.� diameter hole drilled on the
plate and held in place by using an epoxy resin. These thermo-
couples are connected to a National Instruments SCXI 1000 Chas-
sis via the NI SCXI 1303 terminal block. The temperatures are
measured using the NI LABVIEW program. Thermocouples in the
plenum and in the exit duct are connected to a digital thermom-
eter.

Each of the ten top plates has two pressure taps, located at 25%
and 75% of its length. Static pressure is measured using either an
inclined manometer or a digital manometer, depending on its
value.

The test section is installed in a 4 cm �1.5 in.� thick Plexiglas
housing. Further insulation is provided �while running the heat
transfer tests� by encapsulating the entire test section in a thick
layer of fiber-glass. Figure 1�b� shows a cross-sectional illustra-
tion of the test section. Heat losses still incurred are calibrated for

Fig. 1 „a… Schematic of experimental setup, indicating flow
meter, plenum, test section, and temperature measurement
system and „b… detailed view of instrumented test section
by running a heat loss test with all the insulation in place. Fur-
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hermore, during the heat loss test, the test section is filled with
ber-glass in order to prevent heat leakage into the test section.
An exit duct downstream of the instrumented channel is pro-

ided to ensure thermal and hydraulic fully developed conditions
re retained as the flow exits the channel.

Various cases tested and rib configurations are summarized in
able 1.

Data Reduction

ig. 2 „a… Values of Nu considered for averaging „x /D>4… for a
ibbed channel „here shown on a typical Nu/Nu0 profile… and „b…
ormalized Nusselt number ratios for a smooth channel. Ratio
pproaches 1 in the highlighted fully developed region and „c…
riction factor derived by fitting straight line to measured static
ressure profile for x /D>4 for a ribbed channel.
The Reynolds number is computed using the expression

ournal of Heat Transfer
Re =
�uD

�
�1�

where u is the velocity in the test section, which is computed from
the mass flow rate calculated from the orifice plate flow meter

u =
ṁ

�H2 �2�

Since the power supply to the heater is controlled by a single
phase transformer, the heat flux through each plate can be calcu-
lated. The heat flux through each plate is maintained constant in
the experiment, and the temperatures are measured by the thermo-
couple embedded in the copper plates.

The heat transfer coefficient, h is estimated �based on Newton’s
law of cooling� as

h =
q − qloss

AP�T − Tb�
�3�

The heat transfer coefficient in this study is based on the plate area
�projected area� and not on the total area. Results are interconvert-
ible and can be obtained by multiplying the area ratio for each
case. The conversion factors are detailed in Table 1. From the
table, it might seem counterintuitive that the area enhancement
ratio for different values of e /D is identical—and that
Atotal /Aprojected is only a function p /e. This is because, for a con-
stant p /e, as e /D increases, though the surface area of increased
by each rib increases, the total number of ribs decreases. This
ensures that the area ratio does not depend on e /D.

The heat loss is calibrated based on a heat loss test. The test
section �with all insulation in place and its interior filled with
fiber-glass as mentioned earlier� is heated until a steady state tem-
perature is reached. The heat supplied at steady state is equal to
the heat leakage through the external insulation. This test is con-
ducted for two steady state temperatures, corresponding to the
lowest and highest temperatures expected in the experiment. A
heat loss correlation is then derived for each copper plate—and
this correlation is used to compute the heat loss �qloss�—which is
used in Eq. �3�. For the ribbed channel, typical heat loss values are
to the tune of 3–5% of the total heat supplied.

Tb is the local “bulk-mean” temperature, computed by interpo-
lating the exit and inlet temperatures. Computing the exit tempera-
ture using an energy balance yields at most a 10% discrepancy
over the measured temperatures.

The Nusselt number is defined as

Nu =
hD

kair
�4�

The average fully developed average Nusselt number for all
ribbed cases is computed by considering the region highlighted in
Fig. 2�a� for all ribbed cases. Figure 2�b� indicates the correspond-
ing area considered for averaging smooth channel heat transfer
data.

The friction factor used here is the Moody factor, defined for a
pipe

f̄ =
D

2�u2�dP

dx
� �5�

The parameter dP /dx in this study is the slope of the least-

Table 1 Total to projected area ratio for all tests

p /e=5 p /e=7.5 p /e=10

e /D=0.1 1.57 1.37 1.28
e /D=0.15 1.57 1.37 1.28
e /D=0.18 1.57 1.37 1.28
squares-best-fit line graph in the region shown in Fig. 2�c�, a

JULY 2009, Vol. 131 / 071703-3
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egative quantity. Static pressures are measured along a smooth
urface.

The Prandtl number has the conventional definition

Pr = ��cp

k
�

air
� 0.7 �6�

he Stanton number is defined as

St =
Nu

Re Pr
�7�

he smooth channel correlations of Dittus–Boelter and Moody are
tilized for normalizing the ribbed channel data, as is conven-
ional in literature. The classical Dittus–Boelter correlation is

Nu0 = 0.023 Re0.8 Pr0.4 �8�
he Swamee–Jain approximation to the Colebrook correlation

for turbulent flow in a smooth pipe� is

f0 = 0.331/�ln� 5.74

Re0.9��2

�9�

lso computed is a “heat transfer performance” �F�, a metric
ndicating the economic viability of the cooling scheme

F =

Nu

Nu0

� f̄

f0
�1/3 �10�

ipprey and Sabersky �15� used the turbulent universal logarith-
ic boundary layer expressions to arrive at pertinent nondimen-

ional groups �e+, R, and G�, which can correlate rough channel
xperimental data. Han and Park �20� used similar nondimen-
ional groups �assuming rib roughness to be similar to sand-grain
oughness� to correlate ribbed channel experimental data—with
xcellent agreement. Roughness parameters, as adapted by Han
nd Park �20�, are computed as follows.

The parameter e+ is the roughness Reynolds number. It is de-
ned as

e+ =
e

D
Re� f

2
�1/2

�11�

he friction roughness function, R is defined as

R�e+� = �2

f
�1/2

+ 2.5 ln�2e

D

2W

W + H
� + 2.5 �12�

he heat transfer roughness function, G is defined as

G�e+,Pr� = R�e+� +

f

2 Str
− 1

� f

2
�1/2 �13�

here Str is the averaged Stanton number corresponding to the
ibbed sides only, and f is the equivalent four sided ribbed channel

riction factor, computed from the two-sided ribbed case � f̄� as
ollows:

f = f̄ +
H

W
� f̄ − f0� �14�

Results and Discussion

4.1 Heat Transfer Correlation. Figure 2�b� shows heat trans-
er �Nusselt number� results for the smooth case, normalized with
he Dittus–Boelter correlation. �Nu /Nu0�. This ratio exceeds 1
ignificantly at low values of x /D, as would be expected of a

eveloping turbulent flow in a pipe. At larger values of x /D, it is

71703-4 / Vol. 131, JULY 2009
seen to attenuate to 1, validating the heat transfer measurements.
The Nusselt numbers in the developed region are averaged and
plotted against the Reynolds number in Fig. 3�a�—as a baseline
for comparisons with ribbed heat transfer results.

Figures 4–6 depict the variation in the normalized Nusselt
number �Nu /Nu0� with x /D for various ribbed configurations.
The shape of the curves is qualitatively similar to results reported
by Han et al. �8� for 45 deg ribs—with a local maxima located at
intermediate values of x /D. This local maxima is a signature of
the secondary flow induced by inclined ribs. Ribs placed at 90 deg
to the flow do not display this behavior. Another trend evident
from these figures is that the Nu /Nu0 strictly falls with increasing
Re—which is also consistent with literature �20�.

Significant enhancements of the heat transfer coefficient on the
smooth side are also observed at high Reynolds numbers and at
high values of e /D. This could be attributed to the secondary flow
traveling along the rib “impinging” onto the smooth surface—and
also to the high turbulence levels induced by the ribs. Figures 4–6
indicate that the enhancements on the smooth side are often com-
parable to those on the rough side.

The rib spacing �p /e� also has a decreasing monotonic relation-
ship with the Nusselt number �i.e., as the spacing between two
consecutive ribs increases, the Nusselt number decreases�. This
can be attributed to two reasons. First, the heat transfer interface
area between the flow and the test section increases as ribs �which
are thermally active, since they are made of copper� are placed

Fig. 3 „a… Fully developed ribbed-side average Nusselt num-
bers obtained in various test cases and „b… correlation for av-
erage Nu as a function of Re, rib height „e /D…, and spacing
„p /e…
more densely within the channel. This would result in a higher
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eat transfer coefficient based on projected area for the same heat
ransfer coefficient based on total area. Second, a larger number of
ibs �smaller p /e� could induce greater secondary flow—and
reater turbulence. This effect is schematically explained in Fig.
�a�, which compares three separate p /e ratios for a single e /D
0.1�. The size of the recirculation zone downstream of the rib in
ach case remains the same, as does the reattachment �high heat
ransfer� zone. The boundary layer then starts to develop �reduc-

Fig. 4 Nusselt number ratios plott
p /e=5, „b… p /e=7.5, and „c… p /e=10

Fig. 5 Nusselt number ratios plotte

p /e=5, „b… p /e=7.5, and „c… p /e=10

ournal of Heat Transfer
ing local heat transfer as it becomes thicker� until it is tripped by
the next rib. This further reduces the heat transfer coefficient for
larger values of p /e �as there is more distance between two con-
secutive ribs�. The combined effect is evident in Figs. 3–6.

The rib height has an increasing monotonic relationship with
the Nusselt number. This effect can be attributed to the obstruction
to the flow, which enhances the secondary flow—and therefore
heat transfer—as is demonstrated by Figs. 3–6. The recirculation

along the channel for e /D=0.1: „a…

long the channel for e /D=0.15: „a…
ed
d a
JULY 2009, Vol. 131 / 071703-5



z
r
i
d
i
i
i

i

F
e
o
s

0

one, the reattachment zone, and the developing boundary layer
egion all increase in size as e increases �Fig. 7�a��. Heat transfer
ncreases significantly in the separation and reattachment zones
ue to the increased rib height. This results in an overall increase
n heat transfer. An increase in rib height does not result in an
ncrease in total area available for heat transfer for a given p /e, as
s demonstrated in Table 1.

For the range of parameters �p /e and e /D� studied, Fig. 3�a�
ndicates that the ribbed-side averaged Nu values, when plotted on

Fig. 6 Nusselt number ratios plotte
p /e=5, „b… p /e=7.5, and „c… p /e=10

ig. 7 „a… Schematic of flow over inclined ribs indicating the
ffect of rib spacing for constant rib height and „b… schematic
f flow over inclined ribs indicating effect of rib height „for con-

tant p /e…

71703-6 / Vol. 131, JULY 2009
a log-log scale against Re, all seem to be linear �with the same
slope�. This indicates that the relationship between Nu and Re is
amenable to correlation by a power law with a parameter indepen-
dent exponent. A correlation is developed by computing a least-
squares best fit for the parameter range studied in the experiment.

Nu = 1.027 Pr0.4 Re0.59� p

e
�−0.17� e

D
�0.09

30,000 � Re � 400,000,5 �
p

e
� 10,0.1 �

e

D
� 0.2 �15�

This correlation has a maximum deviation of 	7%.

4.2 Friction Factor Correlation. Increasing the number of
ribs and height of the ribs �decreasing p /e and increasing e /D�
has a beneficial impact on the heat transfer coefficient by tripping
the flow, increasing turbulence, and inducing secondary swirls.
This increase comes at a price: higher friction losses. A designer,
therefore, needs friction data to complement heat transfer data.

Friction factors in a smooth pipe are due to skin friction only,
and have a tendency to reduce with Re �10�. However, when ribs
are introduced, the regime shifts from a purely skin friction case
to a case dominated by form drag due to the ribs. The flow en-
counters obstructions �ribs� and forms separation zones immedi-
ately downstream of the ribs, which induces drag on the test sec-
tion, and therefore a pressure drop in the flow. Ribs also trip the
boundary layer—necessitating the development of a new bound-
ary layer after the flow reattaches. This results in thinner boundary
layers between the ribs and, therefore, higher friction factors.

There is consensus in literature that the friction factor for a
ribbed channel remains largely independent of Re, beyond a cer-
tain Re. The measurements �Fig. 8�a�� indicate that there is no

dependence of f̄ on Re. However, f̄ / f0 increases with Re, since f0
falls with Re.

Clearly, the greater the obstruction �larger e /D� or the larger the

long the channel for e /D=0.18: „a…
d a
number of ribs �lower p /e�, the greater the disturbance to the flow,
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nd the greater is the friction factor. This is seen in Figs. 8�a� and
�b�.
This relationship is summarized by the correlation

f̄ = 2.46� p

e
�−0..62� e

D
�1.23

30,000 � Re,5 �
p

e
� 10,0.1 �

e

D
� 0.2 �16�

his correlation has a maximum deviation of 8%.
Figure 9�a� shows comparisons with earlier studies for p /e

10. At low values of e /D �old tests�, the exponent of the f̄ versus
/D correlation seems a lot lower than at higher values of e /D.
his could be because of increased form drag owing to increased
lockage by the ribs.

4.3 Thermal Performance. Figure 10�a� compares the
ibbed-side-average heat transfer enhancement �Nu /Nu0� on the

rdinate with � f̄ / f0� on the abscissa. This graph shows the dete-
ioration in performance �decreasing Nu /Nu0 and increasing in

f / f0� as Re increases.

ig. 8 „a… Friction factors for various test cases and „b… corre-
ation for friction factor as a function of e /D and p /e
The thermal performance, F, is proportional to the heat transfer

ournal of Heat Transfer
enhancement �Nu /Nu0� and is inversely related the friction factor

ratio, f̄ / f0. Since Nu /Nu0 for a given configuration tends to fall

with increasing Re and f̄ / f0 tends to increase with increasing Re,
F decreases with increasing Re. The measured dependence of F
on Re is shown in Fig. 10�b�.

The shortest rib �e /D=0.1� case has the best thermal perfor-
mance, whereas the e /D=0.18 case has the worst performance.
This can also be appreciated from Fig. 10�a�, which shows that by
increasing e /D from 0.1 to 0.18, one increases Nu only by 	30%,
whereas one increases the corresponding friction factor by
	400%!

The thermal performance exceeds unity only when Re
�100,000, indicating possible issues with economic viability at
higher values of Re. However, when the application demands the
removal of a large amount of heat, the turbine designer must be
prepared for a disproportionately large pressure drop penalty—as
lower Reynolds numbers would result in lower Nusselt numbers
�in absolute value�—and would not satisfy the purpose of remov-
ing a large amount of heat.

4.4 Generalized Correlation. The parameters G and R �heat
transfer and friction roughness, respectively� have been used in
literature to absorb the effect of rib height �e /D� and Reynolds
number �Re� into one variable. G and R have been correlated with
e+ �a nondimensional roughness Reynolds number� and p /e. Ex-
pressions of the form R=C1�p /e�m and G=C2�p /e�m�e+�n have
been utilized to accurately correlate experimental data.

Fig. 9 „a… Comparison of current friction factor with raw data
from Refs. †20,21‡ and „b… comparison of current friction rough-
ness „R… with correlation published earlier †20,21‡
But in our case, Fig. 9�a� indicates a change in slope �in the
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og-log plot� in f̄ versus e /D. Since f̄ starts increasing at a much
igher rate, corresponding values of R start falling faster, as can
e seen in Fig. 9�b�. Therefore, variations in e /D will have to be
actored in explicitly in the correlation, as shown in Fig. 11�a�.
he heat transfer roughness �G�, on the other hand, does not vary
uch with e /D or p /e �Figs. 12�b� and 11�b��. The following

orrelations are proposed �extending work done by Han et al.
22��:

R = 1.13� e

D
�−0.17� p

e
�0.38

�17�

G = 1.24� e

D
�0.014� p

e
�−0.02

�e+�0.42 �18�

igures 12 and 11 indicate that the correlations for R and G do not
gree with the earlier published correlations. This discrepancy can
e attributed to the vastly disjoint nature of the parameter space
onsidered—the older study �20� considers 0.048�e /D�0.078
nd 10�p /e�20, and Re�70,000, whereas the current study’s
arameter range is summarized in Table 1. The current study ex-
lores a range of e /D, which is considerably larger than that in
ef. �20�. The turbulent boundary layer universal logarithmic ve-

ocity profile assumption is valid when the surface roughness is
elatively small. Larger rib thickness could invalidate this assump-
ion owing to greater form drag caused by flow separating and

ig. 10 „a… Ribbed side average Nusselt number enhancement
atio „compared with a smooth channel… plotted against friction
actor penalty ratio for all cases and „b… thermal performance
or all experimental cases. Performance is below 1 for most
ases with Reynolds number exceeding 100,000, indicating a
ignificant pressure loss penalty.
eattaching due to the rib in comparison of with the skin friction.
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This causes a dependence of R and G on e /D, as well as on e+. In
addition, the current study focuses entirely on 45 deg parallel ribs
in a square channel; the older studies also consider channels with
various aspect ratios and various rib angles. And also, the data in
literature �20,21� have been obtained using center-line thermo-
couples embedded on a foil heater; current data have been ob-
tained using copper plates to regionally average heat transfer co-
efficients.

5 Error Analysis
The Kline–McLintock �25� scheme has been used to estimate

the experimental uncertainty. The maximum experimental uncer-
tainty in measuring the Reynolds number is estimated to be 3%,
and the maximum experimental uncertainty in the Nusselt number
�which corresponds with the lowest temperature difference be-
tween the plate and the bulk-mean temperature� is estimated to be
5%. The uncertainty of the friction factor is estimated to be 7%.

6 Conclusions
Detailed regionally averaged heat transfer �Nusselt number� en-

hancement ratio profiles have been presented for both ribbed and
smooth surfaces for the parameter range 5�p /e�10, 0.1�e /D
�0.18, and 30,000�Re�400,000.

In general, greater heat transfer enhancements �compared with
a smooth channel� were observed at larger blockage ratios and at

Fig. 11 Correlations for R and G as a function of e /D and p /e
smaller rib-rib spacings. These high heat transfer enhancements
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ere accompanied by large pressure drop penalties �when com-
ared with a smooth channel�, resulting in a lower thermal perfor-
ance.
At higher values of e /D and Re, the smooth surface also dis-

layed high Nu enhancement.
Nusselt number enhancement ratio falls with an increase in Re,

hereas friction factor ratio increases with an increase in Re, for
mooth and ribbed surfaces.

The heat transfer performance is found to be below unity for
ases with large Reynolds number and large values of e /D.
A power law correlation is presented for friction factor and

usselt number for the range studied.
A correlation is proposed based on the parameters, R and G

escribed in Ref. �20� for the range explored in this study.
Further studies could focus on extending the correlation to

over the influence of aspect ratio, different rib angles, and pro-
led ribs. V-shaped and broken V-shaped ribs can also be tested at
igh Reynolds numbers. Studies could also attempt to find local
eat transfer coefficients �perhaps using IR or liquid crystal ther-
ography�.
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Nomenclature
cp � specific heat
D � hydraulic diameter
e � rib height

e+ � roughness Reynolds number, defined in Eq.
�11�

f̄ � measured friction factor �Moody�
f � equivalent friction factor for channel with four

rib-roughened walls, Eq. �14�
fo � friction factor corresponding to smooth channel

flow �Moody�, Eq. �9�
F � thermal Performance, defined in Eq. �10�
G � nondimensional heat transfer roughness func-

tion, defined in Eq. �13�
H � height of channel
K � thermal conductivity

Nu � Nusselt number
Nu0 � Nusselt number corresponding to smooth chan-

nel flow �Dittus–Boelter�
p � spacing between consecutive ribs, defined in

Fig. 7�b�
Pr � Prandtl number
R � Nondimensional friction roughness function,

defined in Eq. �12�
Re � Reynolds number
St � Stanton number
W � width of channel �=H in this case�
� � dynamic viscosity
� � density
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Investigation of Plate Falling Film
Absorber With Film-Inverting
Configuration
The performance enhancement of absorbers is closely related to the investment costs of
absorption cooling systems. In this paper, a new film-inverting design for plate falling
film absorber is proposed. The absorber consists of consecutive inclined plates. The
absorbent solution is distributed at the top of the first plate and forms a liquid film falling
down along the plate. Meanwhile, the falling film absorbs the water vapor generated by
the evaporator. At the bottom of this plate, the film is guided to the next one and at the
same time the film is inverted and its inner side to the vapor is exposed. In this way, the
absorption process can be enhanced. A mathematical model is developed for the simu-
lation of heat and mass transfer in this new type of absorbers and is solved numerically.
The experiments were carried out under different conditions and the influences of ab-
sorption pressure, solution flow rate, solution inlet temperature, and cooling water on the
absorption process were investigated experimentally. Comparisons show a good consis-
tency between the experiment and numerical results. �DOI: 10.1115/1.3089550�

Keywords: heat and mass transfer, absorber, falling film absorption, film-inverting,
lithium bromide aqueous, absorption cooling
Introduction
The absorber is usually the largest and most expensive compo-

ent in an absorption cooling system. Its characteristics have di-
ect effect on the performance of the whole system. The applica-
ions of technology on heat and mass transfer enhancement on
uch equipment have been widely studied. The conventional ab-
orbers usually consist of a bundle of horizontal falling film tubes.
n recent years, plate heat exchangers and plate-fin heat exchang-
rs have also been used due to their compactness and high effi-
iency in heat and mass transfer. To improve the performance of
bsorbers, different surface structures such as fins, grooves, and
rotrusions have been applied to the external surfaces of the ab-
orbers. According to the early researches �1–7�, it is known that
he plate absorbers and the plate-fin absorbers are more compact
nd efficient.

In 2003, Islam et al. �8� investigated a tubular falling film ab-
orber with film-inverting configuration shown in Fig. 1. Under
ach tube �except the lowest one�, there is a film guide plate to
nvert the film. This film-inverting technology differs from the
revious modifications that enhance heat and mass transfer mainly
hrough fluid mixing. The experiment results show the obvious
mprovements on heat and mass transfer in the absorber. The
aximum increase in vapor absorption rate of about 100% is ob-

ained with the film-inverting design compared with conventional
bsorbers. However, additional guide plates are needed, which
ncrease the pressure drop and make the configuration more com-
licated.
In the present work, the film-inverting technology is introduced

nto a falling film plate absorber. The plate falling film absorber
ith the film-inverting technology has two advantages: First, the

ength of the plates can be adjusted conveniently to maximize the
bsorption effect; second, no additional guide plates are needed.
n experimental setup was built and the absorption performances
nder different operation conditions were measured. Numerical
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AL OF HEAT TRANSFER. Manuscript received March 25, 2008; final manuscript re-
eived December 17, 2008; published online May 1, 2009. Review conducted by

ouis C. Chow.

ournal of Heat Transfer Copyright © 20
calculations also have been carried out on the falling film, and the
results have been compared with that from the experiments.

2 Plate Falling Film Absorber With Film-Inverting
Configuration

The process for plate falling film absorption can be described
briefly as follows: The absorbent solution falls down along the
tilted plate due to gravity in the form of film. The plates are
cooled by the coolant flowing through the channels inside the
plate. The vapor condenses on the outside surface �vapor-liquid
interface� of the liquid film flowing along the plates and is ab-
sorbed into the film. The released heat is transferred to the plate
by heat convection and is removed by the coolant flowing inside
the plates. The temperature and concentration differences between
the film inside �plate-liquid interface� and the film outside �vapor-
liquid interface� form a gradient of the temperature and concen-
tration across the film section, respectively, which causes heat and
mass transfer through the film �9�.

The plate falling film absorber with film-inverting configuration
consists of several tilted plates, as is shown in Fig. 2. The absor-
bent solution is distributed at the top of the first plate and forms a
liquid film falling down along the plate. While falling, the liquid
film absorbs the water vapor, and the concentration gradient of the
solution at the vapor interface decreases. At the bottom of this
plate, the film is guided to the next one and at the same time the
film is inverted and its inner side to the vapor is exposed. Because
this newly exposed liquid layer has higher LiBr concentration, the
absorption process is thus enhanced. With a similar manner, the
film comes to the third and fourth plates, and so on. From plate to
plate, the film will be inverted again and again and exposes its
“fresh” side to the water vapor, and thus the absorption process
can be enhanced.

3 Mathematical Model and Numerical Solution
The absorption process is a complicated process in which heat

and mass transfer are coupled with each other. Water vapor will at
first condense at the vapor-film interface and then diffuse into the
film. Since the thickness of the falling film is very small, the

boundary theory can be applied, and the governing equations de-

JULY 2009, Vol. 131 / 072001-109 by ASME
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cribing the heat and mass transfer in the vertical falling film
bsorption are two dimensional. Figure 3 is the illustration of the
alling film absorption process. To simplify the problem, the fol-
owing assumptions are made.

1. Vapor is a single component and is still, and the temperature
is uniform within the vapor.

2. The vapor-liquid interface is in phase equilibrium, and no
viscous stress.

ig. 1 Schematic of the tubular falling film with the film-
nverting configuration

ig. 2 Schematic of the plate falling film absorber with the
lm-inverting configuration
Fig. 3 Falling film absorption process

72001-2 / Vol. 131, JULY 2009
3. The solution is incompressible Newtonian fluid, with con-
stant physical properties. The density variation with the con-
centration is negligible.

4. The falling film flow is laminar. The plate surface is smooth.
5. The diffusion along the film falling direction can be ne-

glected. The absorption heat is released at the vapor
interface.

The governing equation system can be written as follows:

�u

�x
+

�v
�y

= 0 �1�

u
�u

�x
+ v

�u

�y
= v

�2u

�y2 + g cos � �2�

u
�T

�x
+ v

�T

�y
= a

�2T

�y2 �3�

u
�c

�x
+ v

�c

�y
= D

�2c

�y2 �4�

in which the concentration is defined as

c = cLiBr =
mLiBr

mwater + mLiBr
�5�

Obviously, we have

cwater = 1 − cLiBr �6�

For boundary conditions,

x = 0: u = u�y�, v = v�y�, T = T�y�, c = c�y� �7�

y = 0: u = v = 0,
�c

�y
= 0, T = Twall�x� �8�

y = �:
�u

�y
= 0, v =

D

c

�c

�y
, − �

�t

�y
=

�D

c

�c

�y
H, f�c,p,T� = 0

�9�

in which the temperature of the plate wall Twall�x� was measured
in the experiment; ��D /c���c /�y� is the vapor mass flux absorbed
at the vapor-liquid interface, H is the absorption heat, and
f�c ,p ,T�=0 is the phase equilibrium relationship at the interface.

Equations �1�–�7� are valid in the plate region. For the liquid
flows in the gap between the two consecutive plates, we can set
�=0 in the above governing equations, and consider that at both
sides of the film there is vapor absorbed into the film. Then the
boundary conditions become

x = 0 :u = u�y�, v = v�y�, T = T�y�, c = c�y� �10�

y = 0 and �:
�u

�y
= 0, v =

D

c

�c

�y
, − �

�T

�y

=
�D

c

�c

�y
H, f�c,p,T� = 0 �11�

in which u�y�, v�y�, T�y�, and c�y� are their outlet values of the
previous plate region.

To reduce the variables in the above equations, the stream func-
tion �=�0

yudy is introduced. We further define three dimension-
less parameters: �= ��−�i� / ��e−�i�, �=x /L, and ū=u /u0, in
which �i and �e are the values of the steam function at the wall
and at the vapor-liquid interface, respectively, L is the plate
length, and u0 is the uniform inlet velocity of the first plate. Then
the governing equations could be transformed into �−� domain

as
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n which b�= �16ReL /Re
2��ū /Sc��1 /c���c /�w�w=1. � is a general

ariable and can be ū, T, and c, respectively, as shown in Table 1.
he diffusion coefficient and source term for velocity, tempera-

ure, and concentration equation are also listed in Table 1.
The boundary conditions are transformed correspondingly as

ollows:

�a� Plate region

� = 0:ū = ū���, T = T���, c = c��� �12�

� = 0:ū = 0, T = Twall���,
�c

��
= 0 �13�

� = 1:
� ū

��
= 0, − �

�c

��
=

�D

c

�c

��
H, f�c,p,T� = 0

�14�
�b� �b� Gap region

� = 0: ū = ū���, T = T���, c = c��� �15�

� = 0 and 1:
� ū

��
= 0, − �

�c

��

=
�D

c

�c

��
H, f�c,p,T� = 0 �16�

The general governing equation system can be solved numeri-
ally by the use of the control volume method. The central differ-
nce scheme is applied to the diffusion term. The convection term
s discretized with the upwind scheme and backward difference
cheme. The discretized equations can be calculated using the
ridiagonal matrix algorithm �TDMA�. The computation steps for
he plate region are as follows.

�a� Begin the calculation from the front of the first plate at
�=	�.

�b� Assume an initial value of the vapor mass flux 
�=
−��D /c�c /�y�y=� at �.

�c� Calculate the dimensionless velocity distribution ū�� ,��
at � according to its upwind values of ū��−	� ,��.

�d� Use the assumed value of 
 in the boundary condition
��T /�y=
�H at �=1 and the calculated ū�� ,�� to cal-
culate the temperature distribution T�� ,�� at � according
to the known values of T��−	� ,��.

�e� Use the calculated value of T�� ,1� to calculate the
boundary value of the concentration c�� ,1� according to
the phase equilibrium relationship f�c�� ,1� ,p ,T�� ,1��
=0.

�f� Use the calculated values of ū�� ,�� and c�� ,1� to calcu-
late the concentration distribution c�� ,�� at � according
to the known values of c��−	� ,��.

�g� Verify the mass flux 
=−��D /c�c /�y�y=� according to
the calculated c�� ,��.

�h� −4

Table 1 Details of �, D̄�, and S̄� in the governing equations

D̄� S̄�

16 ReL /Re2 gūL cos � /u0
2

16 ReL /Re2 Pr 0
16 ReL /Re2 Sc 0
If �
−
� /
��� �e.g., �=10 �, the computation for ve-

ournal of Heat Transfer
locity, temperature, and concentration at location � is
considered to be convergent. Otherwise, set 
=

+�
�−
� and repeat Steps �d�–�h�, where  is the relax
factor

�i� Move to the next location �+	�, and repeat Steps �b�–�i�
until �=1.

The computation steps for the gap region are similar to those
for the plate region.

4 Experimental Setup and Procedure
A prototype of the absorber with one film inversion is shown in

Fig. 4. The dense solution first flows to a tank that is located at the
top of the absorber. The solution in tank overflows and flows
down along the two consecutive inclined plates with an angle of
15 deg but inclined to the opposite direction. The arrangement of
the two plates allows the film to be inverted successfully. The two
plates have the same size with 0.2 m in length and 0.1 m in width.
Through glass the falling film could be observed. The water vapor
flows into the absorption chamber from the top through a pipe.
The cooling water flows upward in the opposite direction of the
film at the other side of the plate. The dense solution is diluted by
absorbing the vapor in the chamber when falling down. After the
absorption is completed, the diluted solution leaves the absorber
from its bottom. The absorber is wrapped up with thermally insu-
lating material.

The system adopted in the experiment is an open system, as is
shown in Fig. 5. The setup consists of the falling film absorber
with film inversion, a pressure stabilization cylinder, a liquid con-
tainer, a receiving tank, an evaporator, a condenser, a water-
cooling system, a measurement system, and a data acquisition
system. A photo of the system is shown in Fig. 6.

First, the lithium bromide solution is heated by an electric
heater in the receiving tank. The generated vapor is condensed
after entering into the condenser. Through measuring the con-
densed water, the concentration of the solution in the evaporator
can be controlled. When the concentration of the solution meets
the requirements for the experiment, the generation process is
completed. After the solution is cooled down to a certain tempera-
ture in the air, all of the solution is pumped to the liquid container,
from where the solution in the pressure stabilization cylinder

Fig. 4 Film-inverting configuration in experimental absorber
comes and the level of the solution in the pressure stabilization

JULY 2009, Vol. 131 / 072001-3
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ylinder is maintained. The pure water in the evaporator is cooled
own by the coiled evaporation tubes of the refrigerator. Through
djusting the inlet solution flow rate, cooling water flow rate, tem-
erature, and the electrical heater in the evaporator to control the
apor pressure in the absorber, the absorption process can be op-
rated.

The temperature is measured using copper Constantan thermal
oupler. And the measurement of solution flow rate is done by
alibrated graduated cylinder, while the cooling water flow rate is
easured by weighing method. The sample of the solution is col-

ected through a valve. The specific gravity of the solution is
easured by liquid specific gravity balance. The concentration of

he solution is obtained from its temperature and gravity. Absolute
ressure transducer is used to measure the absorption pressure.
here are round glass windows installed on the evaporator, liquid
ontainer, and receiving tank to monitor the liquid levels.

The experiment and its measured data can be verified through
he thermal balance calculation with the measured solution tem-
erature and concentration at the inlet and outlet of the absorber,
olution flow rate, cooling water temperature at the inlet and out-
et, cooling water flow rate, and vapor pressure. The heat transfer

Fig. 5 The schematic of the experimental setup
Fig. 6 Experiment setup

72001-4 / Vol. 131, JULY 2009
coefficient and absorption rate, which are indicators of the heat
and mass transfer characteristics, can also be obtained through
calculations with these measured data.

There are several factors that affect the film absorption. Among
them, the main factors are the flow rate, inlet temperature, inlet
concentration of the solution, absorption pressure, and plate wall
cooling conditions. Changing one of those factors, it will change
the heat and mass transfer, as well as the absorption rate. The
response relationship indicates the absorption characteristics with
those factors. Here the absorption rate and convective heat trans-
fer coefficient are used to represent the absorption characteristics.

For the absorption rate,

m =
Gs

A
� �1 −

cout

cin
� �17�

For the convection heat transfer coefficient at solution side

h = Q/�A	Tm� �18�

	Tm =
�Tin − Twall� − �Tout − Twall�

ln
Tin − Twall

Tout − Twall

�19�

where 	Tm is the mean logarithmic temperature difference of the
plate and film.

5 Comparison of Experiment and Numerical Results
Plate falling film absorber with film-inverting configuration is

made of stainless steel. The absorber contains two parts: The up-
per one is the overflow channel, and the lower is separated into
two sections by falling film plates. One section, wedged shape
cavity, is full of cooling water, and the other is the absorption
space. There are two inclined plates �falling film plates� of 0.1 m
width, 0.2 m height, and 4 mm thickness. Both the inclined angles
are set to 15 deg from vertical direction to guarantee the success-
ful inversion of film from the upper plate to the lower one, shown
in Fig. 4. Each plate has six thermocouples set in the channels
grooving at the cooling side, to measure the temperature distribu-
tion in each plate.

Solution flow was measured by the calibrated decanter at the
inlet and outlet of the absorber, and the error is 1 ml. Temperature
is measured by thermocouple, and the error is �0.1°C. Concen-
tration is calculated based on specific gravity and temperature, and
the absolute error is less than 0.1%. The specific gravity is mea-
sured with hydrometer. Absorption pressure is measured by pres-
sure transmitter, ranged from 0 kPa to 2510 kPa and precise class
0.15.

The comparisons between experiment and numerical results
when absorber pressure, film flow rate, solution inlet temperature,
or cooling water flow rate changes are shown from Figs. 7–10.

Figure 7 shows that the absorption pressure has a significant
effect on the absorption process. As the absorption pressure goes
up from 0.90 kPa to 1.75 kPa, the outlet concentration reduces
from 0.589 to 0.579, and the absorption rate is almost doubled,
increased from 0.0065 kg /m2 s to 0.0125 kg /m2 s. The heat
transfer coefficient at the solution side increases from
3015.5 W /m2 K to 4752.4 W /m2 K. This enhancement is
caused by an increase in water mass flux at the vapor-liquid inter-
face.

The effect of the film flow rate on the absorption performance is
shown in Fig. 8. As the flow rate of the solution film increases, the
Reynolds number increases from 45.2 to 188.3, and the heat trans-
fer coefficient increases from 2105.3 W /m2 K to
3075.5 W /m2 K. However, the absorption rate decreases since
the duration time of the solution in the absorber is reduced. The
absorption rate decreases from 0.0092 kg /m2 s to

2
0.0071 kg /m s.
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Experiments have shown a few situations. One is the quality of
he falling film. When the flow rate is small �Re�20�, the film
annot cover the plates completely. The quality of the falling film
s sure to weaken the absorption.

The increase in solution temperature would yield a decrease in
bsorption rate. As is shown in Fig. 9, when the inlet solution
emperature increases from 40.2°C to 43.9°C, the driving force
or absorption decreases a little. As a result, the absorption rate
ecreases from 0.0064 kg /m2 s to 0.0055 kg /m2 s. However, the
emperature difference between the solution and cooling water
ncreases due to a decrease in heat transfer coefficient from
105.7 W /m2 °C to 2252.4 W /m2 °C. The change in the heat
ransfer coefficient and absorption rate with the inlet solution tem-
erature is relatively flat, which indicates that the inlet solution
emperature has less significant effect on the absorption character-
stics.

Figure 10 illustrates the effect of the plate temperature on the
bsorption performance. When the flow rate of cooling water in-
reases, the cooling condition becomes better and the wall plate
emperature decreases. So the liquid film temperature is lowered,
hich will enhance the vapor absorption. The absorption rate in-

reases accordingly from 0.0065 kg /m2 s to 0.0084 kg /m2 s.
he heat transfer coefficient decreases by a little, from
251.6 W /m2 °C to 2511.2 W /m2 °C.
The above figures also show relative consistency between the

xperiment data and the calculation results. The maximum relative
rror is 18.5%, which is the one set of heat transfer coefficient
etween the experiment and numerical calculation, and the maxi-
um relative error for thermal balance relative error is 27.5%.

ig. 7 The effect of absorption pressure on absorption
haracteristics „Re=59.3, cin=0.606, Tin=41.5°C, Gw=0.018
g/s…: „a… convection heat transfer coefficient and „b… absorp-
ion rate
he difference is within acceptable range. The conditions used in

ournal of Heat Transfer
the experiment absorber are typical conditions of absorbers being
operated in the industrial lithium bromide absorption refrigeration
system. It can be seen that most of the convective heat transfer
coefficients are from 2500 W /m2 °C to 3200 W /m2 °C, which
is twice as large as that of the traditional shell and tube falling film
absorber.

6 Calculation Results and Analysis
Computation has been further done for lithium bromide aque-

ous solution absorption process, using the following conditions:
an inlet concentration of 0.60, an inlet temperature of 40°C, an
inlet Reynolds number of 30, a plate wall temperature of 30°C,
and a vapor pressure of 1020 Pa.

Figure 11 shows the temperature and concentration distribu-
tions at different cross sections in a film falling along a 0.6 m
vertical plate. From the two figures, it can be seen that the heat
transfers more rapidly than the mass does within the liquid film.
The film temperature decreases quickly because of the cooled
plate wall; the T of lower cross section is lower than the inlet
solution T. Only the T of the higher section is higher than inlet T;
for instance, only the calculated solution temperature at y /�
�0.8 exceeds 40°C in Fig. 11. This tendency is caused by the
release of absorption heat on the interface. But it takes more time
for the water condensed from the vapor at the vapor-liquid inter-
face to be diffused to the area near the plate wall in the film.
Hence, film inversion exposes the film with the high concentration
side to the vapor, which enhances the absorption.

Figure 12 is the comparison of the temperature and concentra-
tion at the vapor-liquid interface between the configuration with
one film inversion and that without film inversion. It shows that

Fig. 8 Effect of film flow rate on absorption character-
istics „cin=0.60, p=1020 Pa, Tin=44.7°C, Gw=0.020 kg/s…:
„a… convection heat transfer coefficient and „b… absorption rate
just after the film is inverted, the concentration at the vapor-liquid

JULY 2009, Vol. 131 / 072001-5
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nterface changes to 0.60 instantly, and then decreases as vapor is
bsorbed into the film through the interface. Meanwhile only one
emperature data at X=0.29 m are clearly low �=30°C� in com-
arison with the other data, because after the film inversion, the
riginal wall-side film inverts to the vapor with low temperature
=wall temperature=30°C�. Then the temperature increased
bruptly as well when the film is inverted due to more heat re-
eased at the interface. The comparison of the absorption rate be-
ween film inversion and without film inversion is shown in Fig.
3. For the configuration without film inversion, the absorption
ate decreases as the film falls along the plate. For the configura-
ion with film inversion, the absorption rate jumps up when the
lm is inverted and the average absorption rate is greater than that
f the configuration without film inversion.
Figure 14 shows the temperature and concentration distribu-

ions at the front, middle, and end of the second plate, respec-
ively, after the film inverted. The total length of both plates is 0.6
. Around the inlet area, the velocity of the liquid close to the
all reduced rapidly due to the solid wall of the plate. Some of the

iquid moves outward the plate. Transverse flow exists at that area,
hich enhances the heat and mass transfer. For the liquid close to

he vapor-liquid interface, it has low velocity. The lithium bro-
ide concentration decreases quickly, which causes the tempera-

ure to increase. Also the velocity increases quickly for there is
ittle viscous force from the still vapor. Just a few millimeters, the
emperature of the liquid close to the plate at the inlet changes
rom high to low and that close to the vapor-liquid interface
hanges from low to high. The lithium bromide concentration

ig. 9 Effect of solution inlet temperature on absorption
haracteristics „Re=50.3, cin=0.60, p=1020 Pa, Gw=0.017
g/s…: „a… convection heat transfer coefficient and „b… sbsorp-
ion rate
hows different distributions that are high at the center and low at

72001-6 / Vol. 131, JULY 2009
the two sides of the film. The results indicate slow mass diffusion
in the film. The shape of the concentration distribution does not
change even at the end of plate.

The effect of plate angle on the absorption for film-inverting
configuration has been numerically investigated as well. The total
plate length is 0.6 m and the film is inverted once at half length.
Figure 15 shows the changes in the outlet temperature means and
concentration means with the two plate angles. The first plate
angle signed as �, and the second as �. When the plates are
vertically placed, the outlet temperature mean and concentration
mean are the lowest and the absorption is the best among different
plate angles. When both plate angles are less than 10 deg, the
differences among the temperature and concentration means are
small. When the plate angles increase, although the film falls
down more slowly, and it takes more time for the flow to pass
along the plates, the film becomes thicker, which weakens the heat
and mass transfer process. And as a result, the outlet temperature
and concentration increase. When the angles of both plates are
large, the plate angles have more effects on outlet concentration
than that on outlet temperature. And the angle of the second plate
has more effects on the outlet temperature and concentration than
that of the first plate.

When the total film length is set, the outlet temperature and
concentration means with different film-inverting times have been
shown in Figs. 16 and 17.

From Fig. 16, the outlet mean temperature for one film inver-
sion is higher than that without film inversion, while the outlet
mean temperature for two and more film inversions is lower than
that without film inversion. This could be explained as follows:

Fig. 10 Effect of cooling conditions on absorption charac-
teristics „Re=56.9, cin=0.592, Tin=38.7 °C, p=1020 Pa, Gw
=0.017 kg/s…: „a… convection heat transfer coefficient and „b…
absorption rate versus plate wall temperature
Although the heat transfer is enhanced by the film inversion, the
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film inversion also enhances the vapor absorption process and
more vapor is condensed into water and absorbed into the film.
More heat is released into the film. This absorption enhancement
is more significant for one film inversion, as shown in Fig. 17. As
a result, the outlet mean temperature for one film inversion is
higher than that without film inversion.

As is shown in Fig. 17, the outlet mean concentration decreases
as the inverting time increases, which indicates that the absorption
process is enhanced with the film inversion. However, from eco-
nomic viewpoint, it is not that the more the film inverted, the
better. The first inversion has the best effect. From the second film
inversion and so on, the inlet concentration has a distribution that
is high in the middle and low at two ends, and the effect of the
inversion on the absorption is less than that of the first inversion.
As an example, with one film inversion, the absorption rate cal-
culated in this paper is increased by 92.5%, but with the second
inversion, the absorption rate is increased only by 0.3% compared
with that for one inversion.

In the case that the whole falling film length is specified, dif-
ferent combinations of first and second plate lengths have differ-
ent effects on the absorption rate. Figures 18 and 19 show the
outlet mean temperature and mean concentration change with the
first plate length, while the whole plate is set to be 0.6 m for
one-time film inversion.

As shown in Fig. 18, there is an optimal length for the first plate
to obtain the best mass transfer in the absorption process. If the
first plate is too short, the difference of the concentration at the
two sides of the film is not large enough, which reduces the film-
inverting effect. On the contrary, if the first plate is too long, the
difference of the concentration at the two sides of the film is large

Fig. 12 Interface temperature and concentration with and
without film inversion
ig. 11 Temperature and concentration distribution of differ-
nt film section for vertical plate falling film absorber: „a… tem-
erature distribution, „b… concentration distribution, „c… T dis-

ribution of different film sections, and „d… C distribution of
ifferent film section
 Fig. 13 Absorption rate with and without film inversion

JULY 2009, Vol. 131 / 072001-7
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nough. However, a longer length of the first plate means a shorter
ength of the second plate and there will not be enough length for
he absorption at the second plate. The outlet temperature mean is
ffected by film inversion, plate wall cooling, and the heat re-
eased at the vapor-liquid interface. Although the heat is trans-
erred faster than the mass, and it is enhanced by the film inver-
ion, the heat transfer is slower than the heat release at the vapor-
iquid interface and the outlet temperature mean changes with the
rst plate length, as shown in Fig. 18. For the case of film absorp-

ion calculated in this paper, the best first plate length is 0.17 m,
hile the second is 0.43 m in terms of the mass transfer.
In the case of configuration design, it is possible to obtain the

ptimized configuration through the calculation of the mathemati-
al model. For the conditions given in this paper, if 0.56 of outlet
oncentration is required, the plate length needs to be 0.6 m with
o film inversion. However, we adopt one time film inversion and
se the following steps to optimize the whole plate length.

a. Set the length of the first plate.
b. Give the second plate a heuristic length and do the cal-

culation.
c. Change the length of the second plate and repeat Step b

until the outlet concentration reaches its target value
�=0.56�.

d. Search the optimal length of the first plate by repeating
Steps b and c so that the total plate length reaches its
minimum.

By the method, the plate length is optimized, the total plate
ength only needs to be 0.32 m, and the first plate length is 0.14 m.
his example shows that after the optimization the total plate

ength can be reduced by 0.28 m, which could reduce a lot of the

ig. 14 Temperature and concentration distribution on the
econd plate with film inverted
olume of the absorber.

72001-8 / Vol. 131, JULY 2009
7 Conclusions
A new configuration that incorporates film inversion in the plate

falling film absorber was proposed. The new configuration has a
higher absorption rate, which can reduce the size of the absorber.
Both detailed experiment and detailed numerical study on the ab-
sorption process with this new configuration were carried out.

For the numerical simulation, a mathematical model for the
heat and mass transfer within the plate falling film with film in-
version was proposed. The numerical calculation approach also
has been developed using the control volume method.

Fig. 15 Outlet mean temperature and concentration versus
first and second plate angles for configuration with film inver-
sion, 0.3 m each for the first and second plates. „a… outlet mean
concentration and „b… outlet mean temperature
Fig. 16 Outlet mean temperature versus film-inverting times

Transactions of the ASME
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A plate falling film prototype with film inversion has been built
nd experiment tests have been done on the absorption character-
stics with different absorption pressures, solution flow rates, and
olution inlet temperatures.

Comparisons between the experiment data and the numerical
esults show that the numerical results are in consistency with the
xperiment results. The differences between them are not large
nd within acceptable range from engineering viewpoint. The nu-
erical results show that film inversion enhances the absorption

o that the absorber size can be reduced. The times of film inver-
ion, plate lengths, and inclined plate angles all have effect on the
bsorption process.

ig. 17 Outlet mean concentration versus film-inverting times

ig. 18 Outlet concentration mean changes with first plate
ength

ig. 19 Outlet temperature mean changes with first plate

ength
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Nomenclature
a � absorbent thermal diffusivity �m2 /s�
A � absorption area �m2�
c � concentration of LiBr �kg/kg�
D � mass diffusivity �m2 /s�
g � gravity acceleration �m /s2�
G � mass flow rate �kg/s�
h � heat transfer coefficient �W /m2°C�
H � absorption heat �J�
L � plate length �m�
m � absorption vapor rate �kg /m2 s�
M � absorbent flow rate �kg/s�
Q � heat load �J�
P � absorption vapor pressure �Pa�
Pr � Prandtl number
Re � Reynolds number
Sc � Schmidt number
T � temperature �°C�
u � x-velocity �m/s�
v � y-velocity �m/s�

Greek Symbols
� � the plate angle, the first plate angle �deg�
� � the inverted plate angle �deg�
� � absorbent density �kg /m3�
� � absorbent thermal conductivity �W /m2 s�
� � film thickness �m�


 � vapor mass rate �kg /m2 s�
� � stream function �m2 /s�
� � solution kinematical viscosity �m2 /s�

Subscripts
out � absorber outlet
in � absorber inlet
w � water

wall � plate wall
s � solution
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Model of Radiation and Heat
Transfer in Laser-Powder
Interaction Zone at Selective
Laser Melting
A model for coupled radiation transfer and thermal diffusion is proposed, which provides
a local temperature field. Single-line scanning of a laser beam over a thin layer of
metallic powder placed on a dense substrate of the same material is studied. Both the
laser beam diameter and the layer thickness are about 50 �m. The typical scanning
velocity is in the range of 10–20 cm/s. An effective volumetric heat source is estimated
from laser radiation scattering and absorption in a powder layer. A strong difference in
thermal conductivity between the powder bed and dense material is taken into account.
The above conditions correspond to the technology of selective laser melting that is
applied to build objects of complicated shape from metallic powder. Complete remelting
of the powder in the scanned zone and its good adhesion to the substrate ensure fabri-
cation of functional parts with mechanical properties close to the ones of the wrought
material. Experiments with single-line melting indicate that an interval of scanning ve-
locities exists, where the remelted tracks are uniform. The tracks become “broken” if the
scanning velocity is outside this interval. This is extremely undesirable and referred to as
the “balling” effect. The size and the shape of the melt pool and the surface of the
metallurgical contact of the remelted material to the substrate are analyzed in relation to
the scanning velocity. The modeling results are compared with experimental observation
of laser tracks. The experimentally found balling effect at scanning velocities above
�20 cm /s can be explained by the Plateau–Rayleigh capillary instability of the melt
pool. Two factors destabilize the process with increasing the scanning velocity: increas-
ing the length-to-width ratio of the melt pool and decreasing the width of its contact with
the substrate. �DOI: 10.1115/1.3109245�

Keywords: powder bed, absorbing scattering medium, melt pool, capillary instability
Introduction

The process of selective laser melting �SLM� is a technique of
irect manufacturing from metallic powder. Its principal differ-
nce from conventional powder metallurgy processes is local
eating and binding of powder by a scanning laser beam. Rapid
anufacturing �1� of complex parts �see examples in Fig. 1�a�� is

ssured by this method. The SLM includes scattering and absorp-
ion of laser radiation in the powder, heat conduction, melting and
oalescence of powder particles, formation of the melt pool, and
ts solidification. Figure 1�b� shows a typical scheme of layer-by-
ayer SLM fabrication. A SLM machine comprises of a fabrication
late �1� with two holes to which two containers are attached. A
oller �2� delivers powder from the left container and deposits a
hin powder layer in the right container �I�. The thickness of the
ayer �about 50 �m �2�� is controlled by pistons moving up �3�
nd down �4�. The deposited layer is scanned by a laser beam �5�,
hich ensures local melting and binding to the previously fabri-

ated layer �II�. A part of a complex shape can be obtained in the
ight container after multiple deposition-scanning cycles �III�. The
omplete remelting of the powder in the scanning zone is shown
n Fig. 1�c�, and its good adhesion to the substrate ensures obtain-
ng functional parts with high mechanical properties �2,3�. The

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received April 15, 2008; final manuscript re-
eived January 28, 2009; published online May 1, 2009. Review conducted by Ben

. Li.

ournal of Heat Transfer Copyright © 20
process of SLM is sensitive to a number of parameters such as the
powder layer thickness, the power and the diameter of the laser
beam, and the scanning speed.

Numerical simulation of heat transfer in the laser-powder inter-
action zone is applied to optimize the process parameters �4–9�.
The thermal model by Bugeda et al. �5� simulates a laser beam
moving along a straight line over the surface of a semi-infinite
powder bed. The initial state of the material is uniform loose
powder. Laser heating provokes coalescence of powder particles,
which changes the effective thermal conductivity. Therefore, the
equation of thermal diffusion is coupled with an equation of pow-
der consolidation kinetics. The mechanism of consolidation by
viscous flow driven by surface tension is studied in Ref. �5�. An
Arrhenius-type dependence of viscosity versus temperature is em-
ployed, which can be applied to amorphous polymer powders. An
improved kinetic equation is developed in Ref. �6� for crystalline
polymers. A similar model of thermal diffusion coupled with con-
solidation kinetics proposed by Tolochko et al. �7� is adapted for
metallic powders and takes into account the solid-state sintering
controlled by diffusion below the melting point and instantaneous
consolidation at melting. The above models neglect mass flow due
to shrinkage at powder consolidation. A numerical approach to
take the shrinkage into account is proposed in Ref. �8�. However,
the shrinkage produces a nonflat top surface of the melt pool and
provokes significant surface tension forces, whose influence on
the free surface has not been rigorously calculated.

Models in Refs. �9–11� concern not only the laser-powder in-
teraction zone but also the temperature distribution in the whole

powder bed scanned by laser, which can be useful to calculate

JULY 2009, Vol. 131 / 072101-109 by ASME
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esidual thermal stresses �9�. Several consecutive laser scans
long parallel lines on the surface of a semi-infinite powder bed
re simulated. Such complicated geometry necessitates increased
patial resolution in calculations, and so these models are simpli-
ed relative to the detailed models of the interaction zone �5–8�.
hus, consolidation kinetics is simplified in Refs. �9–11�, and
odels in Refs. �9,10� apply to the top powder layer and are

ssentially two dimensional.
The half-infinite powder bed was the target in the models of the

nteraction zone �5–7�, while the complex target consisting of a
owder layer on the top of a half-infinite solid was studied in
ecent works �8,12�. In the layer-by-layer technology, the solid
ubstrate originates from the previously bound powder layers. Its
hermal influence can be significant because of much higher ther-
al conductivity. In addition, this approach allows to consider the

rincipal question about the binding between layers.
The conventional scheme where the laser beam directly strikes
continuous melt pool and the moving pool absorbs the loose

owder is used in the model in Ref. �8�, while the laser beam
irectly interacts with powder in the model in Ref. �12�. These
wo approaches can be distinguished as the model of immediate
onsolidation of powder after melting �8� and the model of slow
onsolidation �12�. The first approach is well known and ap-
roved, for example, at laser cladding. However, the hypothesis of
mmediate consolidation is not evident at SLM because the pro-
ess parameters are considerably different, for example, the laser
eam is one to two orders of magnitude thinner. Indeed, the ex-
erimentally measured time of coalescence of two 100–150 �m
articles was in the range from several milliseconds to several
ens of milliseconds �13�, while the time of laser beam passage is
f the order of a fraction of millisecond in the SLM machine �3�.
nother reason to apply the model of slow consolidation, where

he processes of radiation transfer and shrinkage are essentially
eparated in space is the experimentally observed detachment of
he remelted material from the loose powder �3� �see also the
iscussion in Sec. 4�.
This work concerns modeling the laser-powder interaction zone

ased on the assumption of slow consolidation and aims to clarify
hysical processes at SLM. A single-line scan on a layer of un-
onsolidated powder is studied, as shown in Fig. 1�c�. The sub-
trate is implied to be solid and thermally thick. The model in-
ludes laser radiation transfer described in Sec. 2 and conductive
eat transfer described in Sec. 3.

Radiation Transfer
The freshly deposited powder is not mechanically compressed

n the SLM machine in order to not destroy the underlying con-
olidated part. Therefore, it has as high porosity as freely poured

(a)

I

II

III

Fig. 1 Selective laser melting. „a… Fabricat
sition of a powder layer, „II… scanning of the
and „c… Detailed view of the laser-powder in
„3… powder delivery piston, „4… fabrication
owder, which is in the range 40–60% for typical metallic pow-

72101-2 / Vol. 131, JULY 2009
ders employed in SLM �14�. Laser radiation penetrates into pow-
der through pores to a depth of several particle diameters because
of multiple reflections �15�. This is comparable with the powder
layer thickness. Thus, laser energy is deposited not on the surface
but in the bulk of the powder layer. The objective of this section is
to estimate the parameters of the volumetric heat source due to
laser radiation absorption, which is necessary for further heat
transfer calculations.

Figure 2 shows the model of radiation transfer, where the pow-
der layer of thickness L is uniformly irradiated at normal inci-
dence with power density Q0. The collimated incident beam is
scattered inside the powder and gives rise to radiation propagating
in all directions, which is characterized by its angular intensity
I�z ,�� at depth z and polar angle �. The radiation intensity is
defined in the ordinary way as the energy flux through the unit
surface of the plane parallel to the substrate at depth z �see Fig. 2�
transferred by rays within a small solid angle about direction �
divided by this solid angle and by cos � �16�. Assuming a large
area being irradiated that contains a great number of structural
features, powder can be considered as a homogeneous absorbing
scattering medium, and the radiation transfer equation �RTE� can
be employed �17� as

�
�I�z,��

�z
= ���

2�
−1

1

I�z,���P���,��d�� − I�z,��� �1�

where �=cos �, � is the extinction coefficient, � is the scattering
albedo, and P��� ,�� is the scattering phase function. In the case
of opaque powder particles, the effective values of the extinction
coefficient and albedo are �17�

(b) (c)

Powder layer

Substrate

Y

X

Z

Remelted
track

Scanning
direction

Laser beam 5

2

2

2

3

3

4

4

4

5

5

parts. „b… Scheme of the process: „I… depo-
st layer, and „III… layer-by-layer fabrication.
action zone: „1… fabrication plate, „2… roller,
on, and „5… laser beam.

Substrate

Powder

Z

L

z

0

Q0

θ I z( , )θ

Fig. 2 Laser radiation transfer in a powder layer on a sub-
strate: „Q0… incident power density, „z… depth, „L… layer thick-
ness, „�… radiation propagation angle, and „I„z ,�…… radiation
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here S is the specific powder surface per unit pore volume, and
is the hemispherical reflectivity of the powder material in the

ense form. The scattering phase function can be obtained from
he directional reflectivity of the powder material �17�. In the case
f spherical metallic particles, the specular reflection law with
onstant directional reflectivity can be applied �16,17�, which
ives isotropic scattering

P���,�� = 1 �3�

he boundary condition on the powder surface z=0 specifies
ormally-collimated incident radiation

I�0,�� =
Q0

2�
��� − 1� at � � 0 �4�

here � is the Dirac delta function. The specular reflection with
eflectivity � is assumed on substrate surface z=L as

I�L,�� = �I�L,− �� at � 	 0 �5�

The radiation intensity I splits into two collimated terms and a
iffused one �17�:

I�z,�� =
Q+�z�
2�

��� − 1� +
Q−�z�
2�

��� + 1� + F�z,�� �6�

here Q+ and Q− are the power densities of the forward and
ackward, respectively. Collimated radiation originated from the
ncident laser radiation and its reflection by the substrate and F is
he intensity of the diffuse component originated from �multiple�
cattering of the collimated components. The substitution of Eq.
6� into RTE �1� and boundary conditions �4� and �5� gives a
eparate problem for the collimated components �17�

dQ+

dz
= − �Q+,

dQ−

dz
= �Q−, Q+�0� = Q0, Q−�L� = �Q+�L�

�7�

ith the solution

Q+ = Q0e
−
 and Q− = �Q0e


−2� �8�

here 
=�z is the dimensionless coordinate and �=�L is the
ptical thickness, as well as the boundary problem for the RTE
escribing the diffuse radiation �17�

�
�F�z,��

�z
=

��

4�
	Q+�z�P�1,�� + Q−�z�P�− 1,��


+ ���

2�
−1

1

F�z,���P���,��d�� − F�z,��� �9�

F�0,�� = 0 at � � 0 and F�L,�� = �F�L,− �� at � 	 0

�10�
In the framework of the two-flux method, an approximate so-

ution of Eqs. �9� and �10� is looking for

F�z,�� = F+�z�h��� + F−�z��1 − h���� �11�

here h is the step Heaviside function. The substitution of Eq.
11� into Eq. �9� and integration over intervals 0	�	1 and −1

�	0 gives two moment equations for dimensionless coeffi-
ients f�=2�F� /Q0 �17� as

�
1

2

df�

d

=

�

2
�q+ + q− + f+ + f−� − f� �12�

here dimensionless functions q+Q+ /Q0=e−
 and q−=Q− /Q0
�e
−2� are introduced and relations �2� and �3� are taken into

ccount. Boundary conditions for f� follow from Eq. �10� as

ournal of Heat Transfer
f+�0� = 0 and f−��� = �f+��� �13�
The general solution of Eq. �12� is

f+ + f− = C1e
−2a
 + C2e

2a
 −
4��e−
 + �e
−2��

4� − 3
�14�

f+ − f− = aC1e
−2a
 − aC2e

2a
 −
2��e−
 − �e
−2��

4� − 3
�15�

where a=�1−�. Arbitrary constants C1 and C2 are found from
boundary conditions �13�

C1 = 2�
�1 − a��1 − �2�e−� − �1 + a − ��1 − a��e2a��3 + �e−2��

�4� − 3�D
�16�

C2 = 2�
�1 − a − ��1 + a��e−2a��3 + �e−2�� − �1 + a��1 − �2�e−�

�4� − 3�D
�17�

D = �1 − a��1 − a − ��1 + a��e−2a� − �1 + a��1 + a − ��1 − a��e2a�

�18�
Net radiative energy flux density is calculated by definition in

Ref. �16� as

Q = 2��
−1

1

I�d� = ��F+ − F−� + Q+ − Q− �19�

where Eqs. �6� and �11� are taken into account in the right hand
side. In the dimensionless form

q =
Q

Q0
=

f+ − f−

2
+ q+ − q−

=
�a

�4� − 3�D
	�1 − �2�e−���1 − a�e−2a
 + �1 + a�e2a
� − �3 + �e−2��

 	�1 + a − ��1 − a��e2a��−
� + �1 − a − ��1 + a��e2a�
−��



−
3�1 − ���e−
 − �e
−2��

4� − 3
�20�

Absorptivity of the system powder-substrate defined as the frac-
tion of the incident radiation passed the powder surface, is esti-
mated as

A = q�0� =
�a

�4� − 3�D
	2�1 − �2�e−� − �3 + �e−2��

	�1 + a − ��1 − a��e2a� + �1 − a − ��1 + a��e−2a�



−
3�1 − ���1 − �e−2��

4� − 3
�21�

The fraction of incident radiation absorbed by the substrate is

As = q��� =
�a

�4� − 3�D
	�1 − �2�e−���1 − a�e−2a� + �1 + a�e2a��

− 2�1 − ���3 + �e−2��
 −
3�1 − ��2e−�

4� − 3
�22�

The volumetric heat source due to radiation absorption is

U = −
dQ

dz
= − �Q0

dq

d

�23�

3 Conductive Heat Transfer
In the moving coordinate system shown in Fig. 1�c�, the heat
conduction equation is
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�H

�t
− v

�H

�x
=

�

�x
�k

�T

�x
 +

�

�y
�k

�T

�y
 +

�

�z
�k

�T

�z
 + U �24�

here volumetric enthalpy H is related with temperature T by the
hermal equation of state

T = � H/Cs, H � CsTm

Tm, CsTm 	 H 	 CsTm + Hm

Tm + �H − CsTm − Hm�/Cl, H � CsTm + Hm
�
�25�

here Cs and Cl are the specific heats in solid and liquid phases,
espectively, Tm is the melting point, Hm is the latent heat of
elting, t is the time, v is the scanning velocity, k is the thermal

onductivity, and U is the volumetric heat source given by Eq.
23�. The power density in the laser beam of full radius R is
pproximated by a bell-like radial distribution

Q0 = Qm�1 −
r

R
2�a +

r

R
2

, 0 	 r 	 R �26�

ith r2=x2+y2 and maximum Qm related to total laser power

W = 2��
0

R

Q0�r�rdr =
�

3
R2Qm �27�

Thermal conductivity of metallic powder kp is about 100 times
ess than that of dense material kd �14�. To take into account this
ifference, phase function � is introduced, which is equal to 0 in
he powder phase and 1 in the dense phase. The thermal conduc-
ivity is specified as

k = kp + �kd − kp�� �28�

he phase function is initially set to 0 in the powder layer and 1 in
he substrate. It is also set to 1 if the temperature T exceeds the
elting point Tm, which means consolidation of powder. Outside

he melting zone, the evolution of the phase function is calculated
rom the transport equation

��

�t
− v

��

�x
= 0 �29�

Equation �29� applied outside the melting front is independent
f heat transfer equation �24�. The phase function � depends on
emperature through its boundary condition at the melting front,
here � is assigned the value of 1. This equation is introduced to

race the points of powder where the temperature has ever been
bove the melting temperature, and therefore the matter tends to
hange from the dispersed state to the dense state.

Equations �24� and �29� are numerically solved in the rectangu-
ar computation domain 	x=−X− , . . . ,X+ ;y=0, . . . ,Y ;z=0, . . . ,Z

ith faces x=−X−, x=X+, y=Y, and z=Z far from the origin not to

nfluence the laser-matter interaction zone. The boundary condi-
ions of isolated walls are used at the faces of the domain for Eq.
24�

�H

�n
= 0 �30�

here n is the normal to the corresponding face. This condition
lso assures the mirror symmetry against plane y=0. Equation
29� requires a boundary condition at face x=−X− as

� = �0, z 	 L

1, z � L
� �31�

here L is the thickness of the powder layer, and a boundary

ondition at the melting front

72101-4 / Vol. 131, JULY 2009
� = 1 �32�

which is applied in the three-dimensional domain where T�Tm in
the numerical procedure but changes nothing downstream the
melting front.

The computational domain is divided into NxNy Nz rectan-
gular cells with the sizes of �x= �X−+X+� /Nx, �y=Y /Ny, and
�z=Z /Nz and the centers at xi=−X−+�x /2+ i�x, yj=�y /2+ j�y,
and zl=�z /2+ l�z, with integers i=0, . . . ,Nx−1, j=0, . . . ,Ny−1,
and l=0, . . . ,Nz−1. The typical parameters are NxNy Nz
=2408080 and �x=�y=�z=2.5 �m. The convergence of
the numerical scheme was checked by calculating the same prob-
lem at the grid with the number of cells reduced by a factor of 2
in each dimension, and no significant differences in results were
obtained.

The heat transfer equation �24� is approximated by the follow-
ing explicit conservative finite-difference scheme with second or-
der accuracy in space and first order accuracy in time

Hijl�t + �t� − Hijl�t�
�t

− v
Hi+1/2,jl�t� − Hi−1/2,jl�t�

�x

=
1

�x
� k�Ti+1,jl� + k�Tijl�

2

Ti+1,jl�t� − Tijl�t�
�x

−
k�Tijl� + k�Ti−1,jl�

2

Tijl�t� − Ti−1,jl�t�
�x

�
+

1

�y
� k�Ti,j+1,l� + k�Tijl�

2

Ti,j+1,l�t� − Tijl�t�
�y

−
k�Tijl� + k�Ti,j−1,l�

2

Tijl�t� − Ti,j−1,l�t�
�y

�
+

1

�z
� k�Tij,l+1� + k�Tijl�

2

Tij,l+1�t� − Tijl�t�
�z

−
k�Tijl� + k�Tij,l−1�

2

Tijl�t� − Tij,l−1�t�
�z

� �33�

where �t is the time increment, the grid function Hijl is defined as
the cell average, and Tijl is calculated by the thermal equation of
state �25�. The advection equation �29� is approximated as

�ijl�t + �t� − �ijl�t�
�t

= v
�i+1/2,jl�t� − �i−1/2,jl�t�

�x
�34�

The grid functions Hijl and �ijl are defined as the cell averages,
Tijl is calculated by the thermal equation of state �25�, and the
half-integer values Hi+1/2,jl and �i+1/2,jl are estimated from the
corresponding integer values by the “minmod” slope limiter
method �18� to obtain a nonoscillatory second order approxima-
tion of the advection terms.

The time step �t is restricted by the stability conditions for the
explicit schemes

�t 	
�x2

8a
, �t 	 v�x �35�

where �x is the minimum cell size and a the maximum thermal
diffusivity. The typical value of �t is of the order of 10−7 s.

4 Thermal and Optical Properties
Calculations are made for stainless steel type 316L with a melt-

ing point Tm=1700 K, a latent heat of melting Hm
=2.18 GJ /m3, and specific heats of Cs=4.25 MJ /m3 K in solid
and Cl=5.95 MJ /m3 K in liquid phases. Thermal conductivity of
this alloy considerably increases with temperature above the room
temperature. The temperature range near the melting point and

above is the most important for the studied problem where there

Transactions of the ASME



a
=
t

c
i
o
c
t
r
a
a
v
t
t
m
n
m

w
s
T
=
h

1
a
f
T
T
R
o
A
d
t

w

i
p
t
a

5

v
a
c
c
e
o
d
t
o
f
L
p

s
�
a

J

re no reliable experimental data, so that a constant value of kd
20 W /m K is accepted, which is obtained by extrapolation to

he melting point.
The effective thermal conductivity of loose metallic powders is

ontrolled by gas in the pores �14�. Therefore, it is essentially
ndependent of material but depends on the size and morphology
f the particles and the void fraction, as well as on the thermal
onductivity of the gas. For 10–50 �m powders, the effective
hermal conductivity is typically from 0.1 to 0.2 W /m K in air at
oom temperature �14�. The thermal conductivity of gas increases
pproximately as square root of temperature, so that a value
round kp=0.3 W /m K is expected near the melting point. This
alue is still much less than the thermal conductivity of solid, so
hat the modeling results are not expected to be sensitive to the
hermal conductivity of powder. The above constant value at the
elting point is used in calculations. The thermal dependence is

eglected. The contribution of radiative heat transfer to the ther-
al conductivity kr can be estimated as �19�

kr =
16l

3
�T3 �36�

here l is Rosseland’s path and � is the Stephan–Boltzmann con-
tant. The value of l is around the grain size in the powder bed.
he typical values of l=20 �m and T=2000 K result in kr
0.05 W /m K. This is much less than kp, and so the radiative
eat transfer is neglected in the model.
The optical properties are estimated for the laser wavelength of

.075 �m. The hemispherical reflectivity of pure iron �=0.7 is
ccepted for steel 316L. This is consistent with experimental data
or powders of this steel �17,20� obtained at the room temperature.
he temperature dependence is neglected because of lack of data.
he extinction coefficient � of loose powders was measured in
ef. �21�, where a strong dependence on the size and the morphol-
gy of particles was reported. It can be estimated by Eq. �2�.
ssuming that the powder bed consists of spherical particles of
iameter D distributed in space with number density n, this equa-
ion gives

� =
1

4

�D2n

1 − �D3n/6
=

3

2

1 − �

�

1

D
�37�

here porosity �=1−�D3n /6 is defined. The optical thickness

� = �L =
3

2

1 − �

�

L

D
�38�

s proportional to the number of monolayers �L /D�. For typical
arameters of D=20 �m and L=50 �m �L /D=2.5 monolayers�,
he optical thickness is estimated as �=3.75 for porosity �=1 /2
nd �=1.875 for �=2 /3.

Estimation of Laser Energy Deposition
Figure 3 shows the depth profiles of radiative energy flux and

olumetric heat source in the powder layer calculated by Eqs. �20�
nd �23�, respectively. Vertical line on the right of each curve
orresponds to the substrate surface. Approximately linear de-
rease in the flux at low optical thickness ��=1 in Fig. 3�a��
volves into approximately exponential decay with increasing the
ptical thickness ��=4 in Fig. 3�a��. The corresponding energy
eposition distributions �Fig. 3�b�� are proportional to the deriva-
ive of the flux. They change from a roughly uniform distribution
ver the powder layer at �=1 to an approximately exponential
unction at �=4. The deviation from the exponential Beer–
ambert–Bouguer law is due to the radiation scattering in the
owder.
The fraction of incident laser radiation absorbed by the sub-

trate As decreases with the optical thickness of the powder layer
lower curve in Fig. 4, calculated by Eq. �22��, while the fraction

bsorbed in the powder A−As increases �middle curve� so that the

ournal of Heat Transfer
total absorptivity A considerably increases �upper curve, calcu-
lated by Eq. �21�� relative to the absorptivity of dense material
1−�=0.3.

Figure 5 shows the radial profiles of power density Q0 in the
incident laser beam, which are employed for the calculations.
They are specified according to Eqs. �26� and �27� by total beam
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(b)

Fig. 3 „a… Dimensionless radiative flux q=Q /Q0 and „b… volu-
metric heat source u=U / „�Q0… in the powder layer versus di-
mensionless depth � for various values of optical depth � at the
reflectivity of dense material �=0.7
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Fig. 4 Total absorptivity of the system powder-substrate A
and fractions of the incident laser radiation absorbed by the
surface of the substrate As and in the powder A−As versus
optical depth of the powder layer � at the reflectivity of dense
material �=0.7
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Fig. 5 Radial profiles of power density in the incident laser
beam employed for the calculations. The total beam power and

the FWHM are specified for each curve.
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ower W and full radius R, which is approximately equal to the
ull width of the beam at half maximum �FWHM�.

Results and Discussion
The experimental results are obtained with SLM machine

Phenix Systems” employing 1.075 �m laser of 50 W nominal
ower and 70 �m nominal beam diameter. Taking into account
bsorption by the optical system, the maximum laser power is
stimated as 45 W. The pumping power of the laser can be re-
uced producing laser radiation of reduced power, which is mea-
ured in fractions of the maximum power.

To validate the model, heat transfer in the substrate without
owder is modeled first. Figure 6 compares experimental cross
ection micrographs �on the bottom� with the calculated projec-
ions of the melt pool on the plane perpendicular to the scanning
irection �on the top�. The absorbed fraction of laser energy 1
�=0.3 used in calculations is expected to be the most uncertain
odel parameter because it is estimated from the reflectivity �
easured at the room temperature, while the absorptivity of met-

ls generally tends to increase with temperature. Another ques-
ionable point of the model is the negligence of the Marangoni
onvection in the melt pool. Both the increase in absorptivity with
emperature and the convection enlarge the melt pool. The ob-

(a)

-40 -20 0 20 40
y (µm)

-40
-20

z(
µm
)

22.5 W 15 cm/s
50 µm FWHM

-40 -20
y (

22.5 W
50 µm

50% power 15 cm/s 50% power

Fig. 6 Cross-sections of laser track
out powder: calculated phase diagr
crographs „lower row…

(a) (b)

(c)

Fig. 7 Laser beam scanning of a 50 �m powder layer w
W, the laser beam FWHM of 60 �m, and the scanning
y=0: „a… normal component of net laser radiation flux d

laser radiation U, „c… temperature T, „d… temperature T at t

72101-6 / Vol. 131, JULY 2009
served agreement between the experiment and the model shown in
Fig. 6 indicates that the absorptivity does not significantly in-
crease with temperature and the contribution of the Marangoni
convection to heat transfer is low.

The diameter of the laser beam is evaluated by its traces at
reduced laser power. The full diameter estimated from such ex-
periments is around 100 �m. However, a slow dependence on the
laser power is possible. Therefore, two values of FWHM diameter
of 50 �m and 60 �m were tested in the calculations. The differ-
ence was not principal. However, the shape of the experimental
melt pool is reproduced better by 50 �m FWHM at 50% power
�22.5 W� and by 60 �m FWHM at 100% power �45 W�.

Figure 7 presents the typical modeling results for a 50 �m
powder layer on a substrate. The isotherms in diagrams �c� and �d�
show the melting point Tm=1700 K. The level in diagram �e� is
the powder-substrate interface. The incident laser power of 30 W
chosen for this calculation is less than the maximum of 45 W to
take into account heat losses by evaporation. According to the
preliminary calculations, the beam of 45 W incident power con-
siderably overheats the powder layer above the boiling point be-
cause of low thermal conductivity of powder. Indeed, while no
evaporation is experimentally observed from the noncovered sub-
strate, the traces of evaporation as ejection of droplets are noticed

) (c)

0 40
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locity of 20 cm/s. Distributions at the symmetry plane
sity Q, „b… volumetric heat source due to absorption of
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s o
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en
he top powder surface z=0, and „e… melt pool shape.
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or the sandwich powder/substrate �3�. The fraction of the evapo-
ated material is experimentally estimated to be low. Nevertheless,
he evaporation can contribute to the energy balance of the pro-
ess.

Two principal effects of evaporation are expected. First, the hot
apor and the droplets shield the target from the incident laser
adiation so that the beam intensity at the target surface is re-
uced. Second, the thermal energy released after the laser beam
bsorption is partly spent to evaporation and taken away with
apor. These complex processes are taken into account by reduc-
ng the incident laser power. The value of 30 W is found to result
n reasonable maximum temperatures around the boiling point.
he same effective incident laser power of 30 W is applied to all

he calculations made for the powder/substrate system.
The net laser energy flux density Q �Fig. 7�a�� and volumetric

eat source U �Fig. 7�b�� are estimated by Eqs. �20�, �23�, and
26�. The value of Q at the top powder surface z=0 gives total
ower density absorbed by the system powder layer substrate. It is
ess than the corresponding incident power density given by the
lue curve in Fig. 5. The value of Q at the powder-substrate in-
erface z=50 �m gives power density absorbed by the surface of
he substrate, which is considerably less than the incident one. The
olumetric deposition of laser energy decreases with the depth
ccording to Fig. 7�b� but is important until the bottom of the
owder layer.
The influence of the scanning velocity v on conductive heat

ransfer is estimated by the Peclet number Pe=vR /� with thermal
iffusivity �. The thermal diffusivity of the dense solid phase is
stimated as 4.7 mm2 /s from the parameters listed in Sec. 4,
hile the value of 0.07 mm2 /s is obtained for the powder. For the

xample shown in Fig. 7, these two different diffusivities give the
eclet number of �2.6 in the dense material and �170 in the
owder. In the center of the melt pool, where the Peclet number is
bout unity, the influence of the scanning is small and the tem-
erature distribution is approximately symmetric about axis �OZ�
ecause the laser beam is axially symmetric. However, the tem-
erature maximum is slightly shifted relative at the center of the
aser beam. This is clearer in Fig. 8�d�, where the projection of the
aser beam on the surface is shown by a broken-line circle. At the
eriphery of the melt pool and especially near the powder phase,
he Peclet number is large, so that the scanning considerably vio-
ates the axial symmetry. Therefore, the melt pool is highly
tretched along the scanning direction �see Fig. 7�e��.

The sharp edge in the temperature distribution of Fig. 7�d� at
he powder-liquid boundary �front boundary of the melt pool� ap-
ears due to a high difference in thermal conductivity. The similar
dge at the rear boundary of the melt pool is due to liberation of
he latent heat at solidification.

Figure 8 presents the experimental top view of the remelted
racks �a� and their cross section micrographs �b�, as well as the
alculated temperature distribution on the top powder surface �d�
nd phase distribution in the cross-section �c� at various scanning
elocities. The zones of the remelted material �center�, loose pow-
er �top sides�, and the substrate �bottom� are distinguished by
ontrast in Fig. 8�c�. The experiments are made at the incident
aser power of �45 W and �60 �m FWHM. To take into ac-
ount heat losses by evaporation, the reduced effective laser
ower of 30 W is used for the calculations as explained above.
he thickness of the powder layer is fixed to L=50 �m. How-
ver, its optical thickness � depends on the porosity, which is not
ontrolled in the experiments. Therefore, calculations are made at
wo values of �=2 and 3.

The maximum surface temperature �see Fig. 8�d�� considerably
xceeds the boiling point of �3200 K, especially at lower scan-
ing velocity. This is consistent with the experimentally observed
ntensive evaporation. The maximum temperature could be less if
he radiative thermal conductivity proportional to T3 according to
q. �29� were taken into account. The volumetric heat source U in

q. �24� is evaluated by the one-dimensional radiation transfer

ournal of Heat Transfer
model. Application of this model for the present problem where
the laser beam width �60 �m� is comparable with the character-
istic depth �50 �m� overestimates U in the center, so that the
temperature maximum is expected to be overestimated too. The
boiling point isotherm at T=1700 K �bold curves in Fig. 8�d��
gives the top contour of the melt pool. The melt pool becomes
longer and narrower with increasing the scanning velocity. Its top
surface slightly increases with the optical thickness � because of
redistribution of the heat source U, more energy is deposited near
the surface.

The calculated shape of the remelted zone �Fig. 8�c�� is quite
different from the experimentally observed one �Fig. 8�b�� and
indicates melt flow not taken into account by the model. This flow
is expected to be driven by the surface tension force. Indeed, the
initially molten powder is attached to the substrate in the central
part of the melt pool, while its lateral parts do not contact with the
substrate �see Fig. 8�c��. Therefore, the sides completely detach
from the substrate and the nonmelted powder to form a rounded
free surface, as shown in Fig. 8�b�, which reduces the surface
energy. The melt deformation is schematically shown in Fig. 9.
This mechanism explains the bright zones at the sides of the re-
melted cylinders on the top view �a�, which are interpreted as the
substrate surface became visible because the powder above it is
consumed. Comparison between Figs. 8�a� and 8�d� indicates that
the width of the powder-consumed band approximately corre-
sponds to the calculated maximum width of the melt pool. This
suggests that the melt flow is weak in the forward half of the pool
�x	100 �m�, so that the heat transfer model gives the correct
value of its maximum width. On the contrary, a strong melt flow is
expected in the backward half �x�100 �m�, where the results
given by the model are rough.

The surface tension-driven flow is supposed to be negligible in
the central bottom part of the melt pool, so that the shape of the
remelted zone of the substrate is correctly estimated by the model
�compare Figs. 8�b� and 8�c��. In particular, the width of the con-
tact between the remelted powder and the substrate is quite cor-
rect. This is confirmed by Fig. 10, where the two characteristic
dimensions of the remelted track are plotted as functions of the
scanning velocity. The calculated width of the powder-consumed
band is defined as the maximum width of the melt pool and taken
from Figs. 8�c� and 8�d�. The calculated width of the contact is
defined as the maximum width of the melt pool at the substrate
surface �z=50 �m� and taken from Fig. 8�c�. The corresponding
experimental values are taken from Figs. 8�a� and 8�b�. Compari-
son between calculations for �=2 and �=3 indicates that these
two dimensions are not sensitive to the optical thickness �. Both
the width of the powder-consumed band and the width of the
contact decrease with the scanning velocity v, as shown in Fig.
10. Experimental contact width becomes noisy above v
=14 cm /s. At such high scanning velocities, the process becomes
unstable, and the remelted cylinder tends to break into separate
droplets �see Fig. 8�a� for v=20 and 24 cm/s�. For example, the
cross section micrograph shown in Fig. 8�b� for v=20 cm /s is
likely to pass across such a droplet. Therefore, the remelted zone
is considerably larger than in the neighbor micrographs. The
width of the contact with the substrate considerably varies along
the track at high v. This produces the experimental uncertainty
and the discrepancy with the calculations shown in Fig. 10.

Fragmentation of the remelted tracks at SLM is a well-known
drawback of the technique referred to as the “balling” effect �22�.
An interval of the scanning velocity where the SLM process is
stable was shown to exist for the conditions similar to those tested
in this work �3,23�. The “balling” effect appears both at the lower
and the upper bounds of this interval. It is explained by a capillary
instability of the melt pool at high length-to-width ratios when it
fragments with reducing the surface energy �23�. The fragmenta-
tion shown on the right of Fig. 8�a� concerns the upper stability

limit at v�20 cm /s. According to the micrographs in Fig. 8�b�,
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arameter is the most sensitive to v and decreases fast. Therefore,
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the upper stability limit can also be related to the loss of the
contact between the molten powder and the substrate.

As shown in Fig. 8�d�, the length of the melt pool at the stabil-
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50 �m. The height is equal to the powder layer thickness L
50 �m. According to the above discussion, the surface tension

ransforms this liquid volume to a shape similar to a circular cyl-
nder with the length of 300 �m and the diameter about 100 �m
stimated from volume conservation. The circumference of this
ylinder is about its length, which is the limit of the Plateau–
ayleigh capillary instability of a liquid cylinder �24�: The cylin-
er breaks into two droplets if the length exceeds the circumfer-
nce. The ratio of the length to the circumference would be
reater than unity if the radial shrinkage due to gas ejection from
ores were taken into account. Thus, the Plateau–Rayleigh insta-
ility can explain the balling effect at v=20 cm /s. When the
canning velocity v decreases, the length of the melt pool de-
reases and its width increases �see Fig. 8�d��, so that the Rayleigh
atio of length-to-circumference decreases, which should stabilize
he melt pool. However, the crucial stabilizing factor could be the
ontact between the melt cylinder and the substrate, which disap-
ears at v�20 cm /s and increases fast with decreasing the ve-
ocity. To break into droplets, the melt should be detached from
he substrate between the droplets, which creates additional free
urface. This explains the stabilizing effect of the contact.

Conclusion
The proposed model of laser beam interaction with the powder

ed at SLM consists in coupled radiation and heat transfer in a
hin powder layer deposited on a dense substrate. At the studied
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(b)

ig. 9 Qualitative evolution of phase distribution in the cross-
ection of a track with the substrate on the bottom, the powder
n the sides, and the melt in the center: „a… just melted and „b…
fter minimizing the melt surface
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ig. 10 Widths of the powder-consumed band and the contact
f the remelted material with the substrate versus the scanning
elocity: experiments „points… and calculations „lines… at two

alues of the optical thickness, �=2 and �=3
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layer thickness of �50 �m and grain size of �20 �m, laser
radiation can penetrate into powder by an open pore system until
the substrate and create a volumetric heat source. The melt pool
formed around the laser beam contacts the substrate by its central
part only. Such a complex shape of the melt surface can produce
its deformation driven by surface tension. The lateral parts of the
melt pool are expected to detach from the neighbor powder to
form a rounded free surface with reduced surface energy. Thus, a
cylinderlike remelted volume attached to the substrate is formed
in the middle of a considerably larger powder-consumed band.
The widths of the powder-consumed band and the contact be-
tween the remelted material and the substrate can be estimated by
the thermal model neglecting melt flow. The balling effect at high
scanning velocities �above �20 cm /s for the present conditions�
can be explained by the Plateau–Rayleigh capillary instability of a
liquid cylinder. Two factors destabilize the process with increasing
the scanning velocity: increasing the length-to-circumference ratio
and decreasing the width of the contact with the substrate. The
modeling results can be used to predict whether the balling effect
is expected.
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Transport Processes Governing
the Drawing of a Hollow Optical
Fiber
This paper presents a mathematical model to simulate the silica hollow optical fiber-
drawing process. Two neck-down profiles, which represent the inner and outer surfaces of
the hollow fiber, are generated by using an iterative numerical scheme. The zonal method
is applied to calculate the radiative transport within the glass. The effects of variable
properties for air are investigated and results indicate that these can be neglected for
simulating the draw process under typical draw conditions. Inclusion of buoyancy in the
flow is also studied and it is found that the flow can be significantly affected due to
buoyancy. The validation of the model is carried out by comparing the results with those
obtained by using the optical thick method as well as those for a solid-core fiber. The
effects of drawing parameters such as the temperature of the furnace, feeding speed, and
drawing speed on the temperature and velocity distributions and on the draw tension are
studied. It is found that the geometry and qualities of the final hollow optical fiber are
highly dependent on the drawing parameters, especially the drawing temperature and the
feeding speed. �DOI: 10.1115/1.3090809�
Introduction
In the past few years, an important new class of optical fiber,

ollow or microstructure fiber, has emerged. Hollow optical fibers
ave many advantages over the conventional solid-core optical
bers. These include high laser power thresholds, low insertion

oss, no end reflection, ruggedness, and small beam divergence.
ue to the presence of air core, microstructure fibers can achieve
low attenuation through structural design rather than high-

ransparency material selection and can be used to provide infra-
ed laser beam and the high-power delivery. Microstructure opti-
al fibers are widely used for medical applications, sensor
echnology, diagnostics, and CO2 and Er:YAG �yttrium aluminum
arnet� laser delivery, besides traditional telecommunications
1–3�.

Hollow optical fibers are fabricated by drawing a macroscopic
ollow preform �typically a few centimeters in outer diameter�
own into a fiber �typically 125 �m in outer diameter� in a con-
entional fiber-drawing tower. The preform is fed into the drawing
urnace by a feeding mechanism, heated up to the softening tem-
erature, which is about 1900 K for silica, mostly through radia-
ion heat transfer from the furnace surface, and drawn down at a
hosen draw speed to obtain a fiber by drawing the softened ma-
erial. Following the drawing furnace, the fiber is monitored to
djust its diameter and then cooled in an accelerated cooling sec-
ion and coated by a polymer in a coating applicator. The process
f hollow fiber drawing in a furnace is investigated. The drawing
f hollow fibers in the furnace is a very complicated process,
hich involves a combination of conduction, natural and forced

onvections, and radiation transport. The perform narrows down
harply in the furnace and yields the “neck-down region,” which
onsists of two neck-down profiles in hollow fiber drawing. The
eometry of the final hollow fiber is determined by the two neck-
own profiles, which strongly depend on the fiber-drawing condi-
ions, namely, the speed of the preform, the drawing speed, the
emperature distribution at the furnace wall, draw tension, mate-
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ctober 28, 2008; published online May 12, 2009. Review conducted by Ben Q. Li.
aper presented at the ASME 2008 Summer Heat Transfer Conference �HT2008�,

acksonville, FL, August 10–14, 2008.

ournal of Heat Transfer Copyright © 20
rial, and preform geometry. The geometry of the final fiber plays
an important role in the optical characteristics and performance of
the fiber. The wall thickness of the fiber is designed to get low
signal loss over a target wavelength region. The presence of a
large air core is needed in the hollow fiber for high-power laser
delivery. It is desirable to avoid the air core from closing com-
pletely during the process, which may occur under certain draw-
ing conditions.

The study of the optical fiber-drawing process has been of con-
siderable interest since the late 1960s. There are a number of
papers concerning numerical and theoretical models of solid-core
optical fiber drawing. For example, Paek and Runk �4� presented a
physical model for the neck-down profile and temperature distri-
bution using a one-dimensional analysis. Myers �5� developed a
one-dimensional model for unsteady glass flow. Lee and co-
workers �6–18� developed more comprehensive models to inves-
tigate the complete thermal transport and the resulting neck-down
profile in furnace drawing. Recently Chen and Jaluria �19� devel-
oped a model to study the effect of core-cladding structure in the
drawing process. Few investigations on hollow fiber drawing have
been carried out. Fitt et al. �20,21� are among the few researchers
who investigated and modeled this process. They proposed a the-
oretical framework to simulate the fabrication of small-scale hol-
low glass capillaries. Sarboh et al. �22� developed a mathematical
model for the drawing process of glass capillary tubes by studying
three basic zones—the heating zone, the drawing zone, and the
cooling zone—separately. A numerical study on collapse predic-
tion during hollow optical fiber drawing was carried out by
Chakravarthy and Chiu �23�.

In this paper, a numerical model with the zonal method for
radiation analysis is developed to investigate the hollow fiber-
drawing process. The effects of buoyancy and variable properties
for air on the simulation of silica hollow fiber-drawing process
can be neglected as indicated by the results from this model. Com-
parisons between the zonal method and the optically thick method
are carried out. The results from these two methods are similar.
The temperature along the outer surface obtained from the opti-
cally thick method is higher than that from the zonal method
because radiation can be transmitted directly through the medium

in the zonal method but not in the optically thick method. The

JULY 2009, Vol. 131 / 072102-109 by ASME
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esults are also in agreement with those in literature on solid-core
ber drawing. The effects of drawing parameters on the transport
rocesses and on draw tension are determined.

Mathematical Modeling
The geometry and coordinate system for the neck-down region

n the furnace are shown in Fig. 1. The flow in the furnace is
eparated into the three regions of the central cavity, the glass
ayer and the external gas region by two neck-down profiles r
R1 and r=R2. The typical outer diameter of the preform 2R20 is
bout 5.0 cm and the typical outer diameter of the final fiber is
bout 125 �m. Thus, the preform diameter is reduced by about
wo orders of magnitude during the drawing process. A conjugate
roblem, involving the gas flow in the central cavity, the flow of
lass, and the forced convection flow of aiding purge external gas,
s considered. Conduction, convection, and radiation heat transfer
echanisms are involved in the model.
Laminar flow is taken in the glass due to its high viscosity.

lso, the typically low velocities of the gas flow employed in
ractice can be assumed to result in laminar flow. The flows of
lass and internal and external gases in cylindrical furnace are all
aken as incompressible and axisymmetric. Then, the full govern-
ng equations for gas and glass for variable properties are written
s follows �9,16�.

For continuity equation,
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Fig. 1 Schematic of the hollow fiber-drawing process
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For energy equation,
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where � is the viscous dissipation term and Sr is the radiation
source term. � is only kept for the glass flow due to the high
viscosity of glass. Here,

� = ��2�� �u
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+ �u
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The Boussinesq approximations are used for the buoyancy effects
�24�. Since the flows in three regions are all taken as axisymmet-
ric, a vorticity-streamfunction approach is advantageous to use for
solving this problem.

A coordinate transformation is employed to convert the three
regions into simpler cylindrical or annular regions. The trans-
formed coordinate systems for the three regions are given as fol-
lows.

In the central cavity,

� =
r

R1�z�
, � =

z

L
�5�

In the glass fiber,

� =
r − R1�z�

R2�z� − R1�z�
, � =

z

L
�6�

In the external gas region,

� =
RF − r

RF − R2�z�
, � =

z

L
�7�

At the top of the preform, uniform velocity and temperature are
assumed. At the fiber exit, axial diffusion is neglected. At the
furnace wall, the temperature distribution is taken as specified.
Along the axis, symmetry is employed. Along the interfaces �r
=R1 and r=R2�, the streamfunction values are set equal to con-
stant values and a force balance and continuity of velocity, tem-
perature, and heat flux are applied. A correction scheme for the
neck-down profiles in hollow fiber drawing is employed. The two
neck-down profiles of the hollow fiber are determined based on
the balance of the surface forces and mass conservation. Since the
variation of pressure in the radial direction is quite small, which is
proved by the analysis of Fitt et al. �20�, radially lumped pressure
is employed in the correction scheme. A one-dimensional lumped
axial velocity assumption is reasonable for the correction scheme,
as noted by earlier studies on the velocity distribution �4�. For
further details, see Ref. �13�.

Draw tension plays an important role in the characteristics and
geometry of the final hollow fiber due to generation of microc-
racks and weak spots, and can be controlled during drawing pro-
cess. Draw tension applied at the end of fiber is balanced with
several forces, which are the viscous, surface tension, gravity,
inertia, and shear forces. Details on these forces and how they are
formulated are given in references given earlier for solid-core fi-
bers. These are extended to hollow fibers by considering the two
free surfaces and the force balance is used to determine the sur-
face profiles. Gravitational and viscous forces dominate in most
cases, but surface tension effects become important as the hole
becomes smaller during the draw process. The last one is exerted
by the internal and external gases. Since the gas viscosity is small,
compared with the viscosity of glass, the shear force due to inter-
nal and external gases can be ignored �25�. As given by Manfre
�26�, the draw tension FT for hollow fiber drawing can be ex-

pressed as
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FT = F� + F� + FI − Fg = 3���R2
2 − R1

2�
�v
�z

+ 2���R2
2H2 + �R1

2H1�

+ ��	
z

L

�R2
2 − R1

2�v
�v
�z

dz − ��g	
z

L

�R2
2 − R1

2�dz �8�

here F� is the force due to glass viscous stress, F� is the force
ue to surface tension at the two neck-down profiles, FI is the
orce due to inertia, and Fg is the force due to gravity.

A nonuniform grid scheme similar to the one developed by Lee
6� is applied for the present study. A 369�41 grid is used in the
entral cavity, a 369�21 grid is used in the fiber, and a 369
61 grid is used in the external gas. The governing transport

quations are solved using a false transient scheme. The equations
re discretized using second-order central differencing. The
treamfunction, vorticity, and energy equations are solved using
n alternating direction implicit �ADI� approach by alternating
raverses in the z and r directions, respectively. For any given
eck-down profiles, the above false transient iterative procedure is
arried out for about 2000 steps to save computational time,
hich has been found adequate for the radius correction �13�.
hen the neck-down profiles are modified by the numerical cor-

ective procedure. For further details on the numerical scheme,
ee Ref. �13�.

Radiation Model
The zonal method is applied to model the radiative transport

ithin the glass �27,28�. The preform is discretized into axisym-
etric volume ring elements, as well as surface elements, and the

ransport rates between these are calculated. The assumptions
ade in the zonal method are the following.

�1� The furnace is considered to be a gray and diffuse surface,
with an emissivity of 0.75 �29�. The inner and outer sur-
faces of hollow fiber are modeled as diffuse spectral sur-
faces.

�2� Glass is assumed to be a semitransparent and nonscattering
participating medium with banded absorption coefficients.
Myers’ two-band model �5� is applied, which is expressed
as

a = 4.0 cm−1 for 3.0 �m 	 
 � 4.8 �m

a = 150.0 cm−1 for 4.8 �m 	 
 � 8.0 �m �9�
The refractive index is assumed constant at 1.42. The

hemispherical total transmissivities and reflectivities are
�30�

�1,c = �2,o = 0.08, �1,c = �2,o = 0.92, �1,g = �2,g = 0.54,

and �1,g = �2,g = 0.46

�3� The top and bottom openings of purge gas and central cav-
ity are approximated as black surfaces at ambient tempera-
ture. The top and bottom ends of hollow fiber are assumed
to be black surfaces.

The discretization scheme used for zonal method is similar to
hat used by Yin and Jaluria �15�. The radiative source term can be
btained by considering three enclosures in furnace shown in Fig.
. One is the outer purge gas enclosure composed of the furnace
urface, the outer neck-down profile of the hollow fiber, and the

Table 1 Drawing para

Furnace
diameter

Furnace
length

Preform’s
inner

diameter

Preform’s
outer

diameter

7 cm 30 cm 2.5 cm 5 cm
ournal of Heat Transfer
top and bottom openings of the purge gas. The other is the glass
layer enclosure composed of the inner and outer neck-down pro-
files and the top and bottom ends of the hollow fiber. The last one
is the central cavity enclosure, which consists of the inner neck-
down profile and the top and bottom openings of the central cav-
ity. Superscripts o, g, and c denote these three enclosures, respec-
tively, in the radiative energy equations. Superscript 1 denotes the
interface between the hollow fiber and the central cavity and the
interface between the hollow fiber and the purge gas is denoted
with superscript 2. The subscript l denotes the lth absorbing band.
The radiative energy equations, in terms of radiosity and irradia-
tion for each absorption band, are given in earlier papers �31,32�.

The irradiation and radiosity equations are solved by using
Gauss–Seidel iteration with a convergence criterion of 10−5. In
order to save computational time, a 30�5 coarse grid developed
by Yin and co-workers �14,15� is used for radiation. But this
coarse grid size is verified to be fine enough to produce grid-
independent results. Also, validation studies, as outlined later, are
used to ensure that the grid employed is satisfactory. The radiative
source terms obtained from the coarse grid are interpolated into
the finer grid by using a bilinear interpolation algorithm. A paral-
lel computer code, with message-passing interface �MPI�, is de-
veloped for the computation of the direct exchange areas. On a
128-processor dedicated parallel machine, the CPU time is typi-
cally of the order of a few hours, depending on the starting values.
For further details, see Refs. �31,32�.

4 Results and Discussions

4.1 Thermal Transport in the Furnace. The drawing condi-
tions for a typical drawing process are shown in Table 1. The glass
properties taken from Fleming �25� are functions of the tempera-
ture. The properties of the gas are assumed to be constant at a
reference temperature of 1000 K. The furnace temperature profile
is shown in Fig. 3. This profile is based on actual measurements
on a draw tower at Rutgers University and has been used in earlier
studies of solid-core fiber drawing. Pressurization of the gas in the
core and the effect of buoyancy are initially neglected. The profile

Fig. 2 Schematic for the zonal method

ters for a typical case

Feeding
speed

Drawing
speed

Inlet velocity
of the purge gas

3.75 mm/min 10 m/s 0.1 m/s
me
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orrection scheme is applied to get the final converged neck-down
rofiles. The results in terms of streamlines and isotherms for a
ypical case are shown in Fig. 4. The thicker black lines in Fig. 4
resent the two neck-down profiles. The values of the isotherms
re the nondimensional temperature, with the softening tempera-
ure of silica glass 1900 K as the characteristic temperature. It is
lear that the flow and temperature distributions in the hollow
ber drawing are similar to those in the solid-core fiber drawing.
n the central cavity, air flows down and leaves the bottom bound-
ry due to the fiber viscous drag, and the temperature distribution
s determined by thermal diffusion.

Fig. 3 Furnace temperature profile
Fig. 4 Streamlines and isotherms for a t

72102-4 / Vol. 131, JULY 2009
4.2 The Effects of Buoyancy and Variable Properties. The
previous results on heat transport in hollow optical fiber drawing
have ignored the effects of temperature dependent gas properties
and buoyancy. However, silica optical fiber is drawn over a large
temperature range, where the properties of air change substan-
tially. In order to investigate the effect of variable properties and
buoyancy, cases with constant properties, variable properties, and
buoyancy effects included are compared. The variable properties
for air can be computed using the state equation of an ideal gas
and power law correlations �32�, respectively, which are expressed
as follows:

�

�ref
=

Tref

T

C

Cref
= � T

Tref
�0.104

,
�

�ref
= � T

Tref
�0.65

,
K

Kref
= � T

Tref
�0.79

�10�
The Boussinesq approximations are used for the buoyancy ef-

fects. Figure 5 shows the contours of the streamfunction and tem-
perature for the case with the buoyancy effects. Streamlines in the
central cavity are quite different from that shown in Fig. 4. At the
top boundary, gas is driven down by the moving fiber due to the
no-slip condition. Then it flows up near the center line because of
the presence of the lower circulation, which arises due to the
buoyancy effects. However, the thermal field in the central cavity
is similar to that without buoyancy effect included. Conduction is
still the dominating heat transfer method, compared with free con-
vection, in the central cavity. In the purge gas region, there arises
a circulation near the furnace wall due to buoyancy effects, which
ypical case without buoyancy effects
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ause minor differences in the temperature contours. Property
hanges in glass have also been considered here, as done in earlier
tudies, using the available property data, as mentioned before.

The geometry and the quality of the hollow optical fiber depend
n the neck-down profiles and the temperature distribution along
he fiber. Hence, in order to investigate the effect of variable prop-
rties for gas and buoyancy, it is important to compare the two
eck-down profiles and the temperature distributions along the
ber. Figures 6 and 7 show the temperature distributions along the
utside preform and neck-down profiles for these three cases. The
esults are very close. It is seen that the effects of variable prop-
rties for gas and buoyancy can be neglected when the hollow
ptical fiber-drawing process is simulated to predict the geometry
nd quality of the hollow optical fiber.

4.3 Validation. Comparison between the zonal method and
he optically thick method is carried out. Unless otherwise men-
ioned, the drawing parameters are the same as the typical case.
he furnace temperature profile is assumed to be parabolic with a
aximum value of 2500 K in the middle and a minimum of 2000
at both ends. The temperature distribution and heat flux along

he outer surface obtained from these two methods are shown in
igs. 8 and 9. The optically thick method assumes that all the
adiation is absorbed at the surface and then reradiated as a diffu-
ion process due to absorption over a very short optical distance
27�. So there is no radiation that is transmitted directly through
he medium. But the zonal method allows it. This explains why
he temperature at the outer surface obtained from the optically
hick method is higher than that from the zonal method. The heat

Fig. 5 Streamlines and isotherms for a t
ux along the outer surface from the zonal method is higher than

ournal of Heat Transfer
that from the optically thick method. This is due to the lower
temperature distribution along the outer surface from the zonal
method. The neck-down profiles obtained from these two meth-
ods, shown in Fig. 10, are similar in form. But there are significant
differences in the actual approach to the final diameter, with the

cal case with buoyancy effects included

Fig. 6 Temperature distributions along the axis for cases with
constant properties, variable properties, and with buoyancy ef-
ypi
fects included

JULY 2009, Vol. 131 / 072102-5
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onal method showing a much more gradual variation in the pro-
le due to absorption within the glass. This also results in differ-
nces in the velocity and temperature distributions. The neck-
own region of the profiles obtained from the optically thick

ig. 7 Neck-down profiles for cases with constant properties,
ariable properties, and with buoyancy effects included

ig. 8 Temperature distributions at the outer surface com-
uted by using the zonal method and the optically thick method

ig. 9 Heat flux along the outer surface computed by using

he zonal method and the optically thick method

72102-6 / Vol. 131, JULY 2009
method begins earlier than that from the zonal method, since the
temperature at the outer surface computed from the optically thick
method is slightly higher than that from the zonal method, as seen
in Fig. 8. The zonal method is more accurate than the optically
thick method, particularly in hollow fiber drawing because of the
air core. The results were also compared with those for solid-core
optical fiber drawing. It was found that as the diameter of the
central air core was reduced, the results approached those for the
solid-core case, as expected.

4.4 Drawing Parameters. Several drawing parameters are
varied to study their effects on the geometry of the final hollow
fiber. The temperature distribution at the furnace wall is assumed
to be a parabolic profile, with the maximum in the middle and
minimum at the two ends. The difference between maximum and
minimum temperatures is fixed at 500 K. The maximum tempera-
ture of the parabolic distribution is referred to as the drawing
temperature. The default drawing temperature is 2500 K. The
other parameters are the same as the typical case.

The hollow optical fiber-drawing process is not geometry pre-
serving. Some collapse may occur from the initial preform radius
ratio, which means the ratio of the radius of the inner profile to
that of the outer profile R1 /R2 is variable along the axis. Here, a
collapse ratio C is defined to describe the collapse process as

C�z� = 1 −
R1�z�/R2�z�

R10/R20
�11�

Thus, C=0 when the radius ratio of the final fiber equals the initial
radius ratio, and C=1 when the central cavity is closed.

Figure 11 shows the variation of the collapse ratio of the final
hollow fiber with the drawing temperature for different drawing
speeds. It is seen that the collapse ratio increases with an increase
in the drawing temperature and with a decrease in the drawing
speed. The collapse ratio increases five times at a drawing speed
of 10 m/s when the drawing temperature increases from 2500 K to
2700 K, but decreases only about 2% at a drawing temperature of
2500 K when the draw speed goes up from 10 m/s to 20 m/s.
Therefore, the drawing temperature affects the collapse ratio very
significantly while the influence of the drawing speed is quite
small.

These changes in the collapse ratio can be explained by consid-
ering the time spent by the preform/fiber in the drawing furnace.
The total time of preform/fiber in the furnace, which depends on
the preform feeding speed and the drawing speed, is the sum of

Fig. 10 Neck-down profiles for the hollow fiber drawing gen-
erated by using the zonal method and the optically thick
method
the time to heat the preform up and the time for the preform/fiber
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o deform. At the same preform feeding and drawing speeds, the
otal time of preform/fiber in the furnace is almost constant. The
ime to heat the preform is shorter at higher furnace temperatures,
hich implies that the time for collapse increases. Therefore, the

ollapse ratio increases at a higher furnace temperature. When the
rawing speed or the preform feeding speed decreases, the total
ime of preform/fiber in the furnace will increase. The collapse
atio increases since the time to heat the preform is nearly the
ame for different drawing speeds or preform feeding speeds at
he same drawing temperature. Since the drawing speed is much
reater than the preform feeding speed, the collapse time is more
ensitive to the preform feeding speed than the drawing speed. So
he collapse ratio is more sensitive to the preform feeding speed
han the drawing speed. Though exact data are not available for a
irect comparison of the collapse ratio results, these trends have
een observed in other investigations and are physically realistic.
These results suggest that increasing the drawing speed or the

reform feeding speed or decreasing the furnace temperature can
void the central cavity from collapsing. Since the geometry of
he final hollow fiber depends on the collapse ratio, the drawing
emperature and the preform feeding speed, which are the domi-
ating factors in the collapse of central cavity, can be used to
ontrol the geometry of the final hollow fiber.

4.5 Draw Tension. Draw tension is crucial to fiber quality
nd process feasibility. Higher draw tension can lead to viscous
upture of the fiber. So the effects of the drawing parameters, i.e.,
he drawing temperature, the preform feeding speed, the drawing
peed, and initial radius ratio, on the draw tension are investi-
ated. Figure 12 shows the variation of the draw tension with the
rawing temperature for different drawing speeds. The variation
f the draw tension with the preform feeding speed is shown in
ig. 13. It is clear that the draw tension increases with a decrease

n the drawing temperature and an increase in the drawing speed
nd the preform feeding speed. These phenomena can be ex-
lained by the temperature of the fiber in the drawing furnace.
igher drawing furnace temperature, lower drawing speed, or

ower preform feeding speed can cause higher temperature of the
ber. Higher temperature of the fiber decreases the viscous force
ramatically because glass viscosity decreases exponentially with
n increase in temperature �2�.

The effects of the drawing parameters on the draw tension are
onsidered to obtain the sensitivity of the draw tension to these
arameters. The draw tension increases about 20 times for 10 m/s
rawing speed when the drawing temperature decreases less than
0% from 2750 K to 2500 K. A 50% increase in the drawing

ig. 11 Variation of the collapse ratio with the drawing tem-
erature for different drawing speeds
peed from 10 m/s to 15 m/s increases the draw tension by only

ournal of Heat Transfer
about 15% at the 2500 K drawing temperature. A 50% increase in
the preform feeding speed, from 3.0 mm/min to 4.5 mm/min,
increases the draw tension by 60% at the 2500 K drawing tem-
perature. So the drawing temperature is the most dominating fac-
tor in determining the draw tension. The draw tension is more
sensitive to the preform feeding speed than the drawing speed.
The sensitivities of the draw tension to the drawing temperature,
the drawing speed, and the preform feeding speed are the same as
those of the collapse ratio.

The draw tensions with different preform radius ratios are
shown in Fig. 14. It is seen that the draw tension increases about
two times when the preform radius ratio decreases from 0.6 to 0.3.
This phenomenon is attributed to the variation of viscosity and the
cross-sectional area of the fiber. It is known that the temperature
of the preform/fiber in the drawing furnace increases with an in-
crease in the initial radius ratio. Higher temperature of the fiber
will decrease the viscous force, which is dominating to the draw
tension, due to the reduced viscosity. In addition, higher preform
radius ratio means a smaller cross-sectional areas of the fiber. The
smaller cross-sectional area of the fiber leads to lower draw ten-
sion. Therefore, the preform radius ratio is another important fac-
tor in the draw tension, besides the drawing temperature and the
preform feeding speed.

Fig. 12 Variation of the draw tension with the drawing tem-
perature for different drawing speeds
Fig. 13 Variation of the draw tension with the feeding speed

JULY 2009, Vol. 131 / 072102-7
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Conclusions
A numerical model, with the generation of the two neck-down

rofiles, has been presented for the hollow optical fiber-drawing
rocess in this paper. The effects of variable properties of air and
uoyancy are investigated first. The results show that these effects
n the model can be neglected. The radiative transport within glass
s solved by the zonal method, which is more accurate than the
ptically thick method in hollow optical fiber drawing. Compari-
on between the zonal method and the optically thick method is
arried out for the validation.

The geometry and quality of the final hollow fiber, namely, the
ollapse ratio and the draw tension, are studied. The collapse ratio
f the final hollow fiber increases when the drawing or feeding
peed decreases or the furnace temperature increases. So a faster
rawing or feeding speed or lower furnace temperature can avoid
he collapse of the central cavity. The draw tension is dependent
n the drawing parameters and the preform geometry. The nu-
erical results show that a faster drawing or feeding speed or

ower furnace temperature or lower preform radius ratio can in-
rease the draw tension. Through the study of sensitivity of draw-
ng parameters, the drawing temperature and the feeding speed are
ound to be very important factors to the geometry of the final
ollow fiber and the draw tension. The preform radius ratio also
lays an important role in the draw tension.
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omenclature
a  absorption coefficient
C  collapse ratio

Cp  specific heat at constant pressure
D  diameter

Fi−j  view factor between surface ring elements i
and j

G  irradiation
GjGi  direct exchange area between volume ring ele-

ment i and volume ring element j
GjSi  direct exchange area between surface ring ele-

ment i and volume ring element j

ig. 14 Variation of the draw tension with the preform radius
atio
g  acceleration due to gravity

72102-8 / Vol. 131, JULY 2009
J  radiosity
K  thermal conductivity
L  furnace length
n  refractive index

Ns  number of discretized surface zones
Ng  number of discretized volume zones
p  pressure
Q  heat flux
r  radial coordinate

R1�z�  profile radius of the core
R2�z�  profile radius of the outer surface of

fiber/perform
RF  radius of the furnace
Sr  radiation source term

SjSi  direct exchange area between surface ring ele-
ments i and j

T  temperature
Tmelt  softening temperature

t  time
u  radial velocity component
v  axial velocity component
z  axial coordinate

Greek Symbols
�  dimensionless axial coordinate
�  emissivity
�  surface tension
�  dimensionless radial coordinate

  wavelength
�  dynamic viscosity
�  kinematic viscosity
�  transmissivity
�  reflectivity; density
�  Stefan–Boltzmann constant
�  viscous dissipation term

Subscripts
0  preform inlet conditions
c  centerline
F  furnace
f  fiber

ref  reference conditions

  absorbing band

Superscripts
1  interface between glass layer and central cavity
2  interface between glass layer and outer purge

gas
c  outer purge gas enclosure
g  glass layer enclosure
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Numerical and Analytical Study of
Reversed Flow and Heat Transfer
in a Heated Vertical Duct
Both analytical and numerical calculations are performed to study the buoyancy effect on
the reversed flow structure and heat transfer processes in a finite vertical duct with a
height to spacing ratio of 12. One of the walls is heated uniformly and the opposite wall
is adiabatic. Uniform air flow is assumed to enter the duct. In the ranges of the buoyancy
parameter of interest here for both assisted and opposed convection, a reversed flow,
which can be observed to initiate in the downstream close to the exit, propagates up-
stream as Gr /Re2 increases. The increase in the Reynolds number has the effect of
pushing the reversed flow downstream. Simple analytical models are developed to predict
the penetration depth of the reversed flow for both assisted and opposed convection. The
models can accurately predict the penetration depth when the transport process inside
the channel is dominated by natural convection. Local and average Nusselt numbers at
different buoyancy parameters are presented. Comparison with the experimental data
published previously was also made and discussed. Good agreement confirms many of the
numerical predictions despite simplifications of the numerical process made, such as
two-dimensional and laminar flow assumptions. �DOI: 10.1115/1.3109998�

Keywords: mixed convection in vertical channel, flow reversal, penetration depth, heat
transfer correlations
Introduction
Combined free and forced convection flow in a vertical channel

ith asymmetric wall temperature or heat flux conditions has been
tudied extensively in the past. This configuration is relevant to
he application of solar energy collector, the modeling of heat
xchangers in industry, and the cooling processes in nuclear reac-
ors and modern electronic system. In the vertical channel, buoy-
ncy effects can become significant and distort the velocity and
he temperature profiles of the flow. The assisting buoyancy can
ncrease the heat transfer, while the opposing buoyancy decreases.
ventually, flow reversal may occur when the temperature differ-
nce or the buoyancy force inside the channel is sufficiently large.
low reversals may play an important role that affects the stability
nd the structure of the entire channel flow, the pressure drop, the
all friction, and the heat transfer along the wall �1–3�.
A limited number of experiments have been performed to indi-

ate that assisted or opposed buoyancy can have a significant ef-
ect on the flow and heat transfer in the tube �4–10� and in the
ertical parallel plate duct �11,12�. A clear indication of recircu-
ating flow, which can significantly affect the heat transfer is
ound in Refs. �8–10�. In a heated vertical parallel plate channel
or both assisted and opposed convection, flow reversal and its
tructure have been clearly visualized �13–15�. For opposed con-
ection, a thin layer of reversed flow occurs along the heated wall,
nd can significantly enhance the heat transfer. For assisted con-
ection, the reversed flow forms a V-shaped recirculating flow
long the adiabatic wall, and has only a slight effect on the heat
ransfer. At high buoyancy, however, due to the counter flow mo-
ion and the mixing between the mainstream and the reversed
ow, the reversed flow may render the flow in its vicinity highly
nstable and give rise to transition to turbulent flow. It should be

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received June 21, 2008; final manuscript received
ebruary 3, 2009; published online May 5, 2009. Review conducted by Gautam

iswas.

ournal of Heat Transfer Copyright © 20
noted that all the flow and heat transfer results obtained have
included the effect of freestream turbulence intensity of the en-
trance air. The turbulence intensity of the entrance air is generated
by the current wind tunnel system and is not very high. However,
it is difficult to differentiate the effect of turbulence intensity from
the effects of the reversed flow and buoyancy. To provide flow and
heat transfer information without the influence of turbulence, one
needs to use numerical calculations.

In the numerical aspect, the boundary layer equations have been
used to solve the mixed convection in the upstream region of
vertical channels where flow reversal does not occur �16,17�.
Since these equations neglect the streamwise diffusion terms and
are parabolic in nature, a marching solution procedure can be
used. In the downstream region where flow reversal occurs, how-
ever, solutions could not be obtained. Ingham et al. �18,19� em-
ployed the FLARE approximation in the numerical procedure,
which allows the marching to be continued in the region where
flow reversal occurs. The solution thus obtained can be iterated
upon using a method similar to that employed by Williams �20�.
The same numerical procedure was adopted to solve mixed con-
vection of three-dimensional developing flow in a vertical rectan-
gular duct �21� when the Reynolds and the Peclet numbers are
relatively large. For a relatively low Reynolds or Peclet number
flow, as is considered here, the streamwise diffusion terms have to
be included in the governing equations. With the inclusion of the
streamwise diffusion terms, Naito and Nagano �22,23� solved the
vorticity transport and stream function equations for mixed con-
vection in the entrance region between inclined parallel plates
maintained at different temperatures. The local Nusselt number,
the skin friction coefficient, and the criteria for the occurrence of
flow reversal are reported. For vertical parallel plate channel, the
same set of equations were solved by da Silva et al. �24� with a
hybrid numerical analytical method, which combines the analyti-
cal formalism of the classical integral transform method and the
error controlled numerical solution of ordinary differential sys-
tems. An analysis for fully developed laminar mixed convection in
vertical channel and the conditions for onset of flow reversal are

also provided �25�. For the stability of laminar-turbulent transition

JULY 2009, Vol. 131 / 072501-109 by ASME
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nalysis, Chen and Chung �26� adopted stability analysis and
ound that the thermal-buoyant instability is the dominant type for
uoyancy assisted flow. However, information on the propagation
f the reversed flow structure and its effect on the heat transfer are
acking.

The current work aims at numerically solving the coupled mo-
entum and energy equations that include the streamwise diffu-

ion terms for mixed convection in a finite vertical duct. The duct
nd the experimental conditions are identical to those described in
efs. �13–15� for the case of parallel plate channel. The purpose
f the present work is to eliminate the effect of freestream turbu-
ence on the flow and heat transfer results, especially when flow
eversal occurs, for buoyancy assisted and opposed convection.
he current work focuses only on the case when the flow is lami-
ar and for the low ranges of both Re and Gr /Re2. The effects of
oth the buoyancy parameter Gr /Re2 and the Reynolds number on
he occurrence and propagation of the reversed flow and the heat
ransfer are presented. Simple models used to predict the penetra-
ion depths of the reversed flow for both assisted and opposed
onvection are developed. Comparison of the penetration depth
etween the model prediction and numerical results is made. Cor-
elations of the average Nusselt number in terms of the buoyancy
arameter are also made. In addition, all the computational results
re compared with the experimental data published in Refs.
13–15� for the case of the parallel plate channel.

Mathematical Formulation
Since the duct considered corresponds exactly to the one em-

loyed in the experiments �13–15� for the case of parallel plate
hannel, the left wall is heated uniformly, while the right wall is
diabatic. The inlet air has both uniform velocity and temperature
rofiles. The flow inside the duct can be assumed as laminar and
wo-dimensional. Since the experimental observation in the previ-
us work �13–15� indicates that the mixed convection flow may
ot be steady, the unsteady motion of the fluid is included in the
urrent calculation. All the fluid properties are assumed to be con-
tant, except for density variations in the buoyancy term. With the
ssumption of the Boussinesq approximation, the nondimensional
orm of the conservation equations for a two-dimensional laminar,
ixed convection in a vertical duct may be written as

�U

�X
+

�V

�Y
= 0 �1�

�U

��
+ U

�U

�X
+ V

�V

�Y
= −

�P

�X
+

1

Re
� �2U

�X2 +
�2U

�Y2� +
Gr

Re2� �2�

�V

��
+ U

�V

�X
+ V

�V

�Y
= −

�P

�Y
+

1

Re
� �2V

�X2 +
�2V

�Y2� �3�

��

��
+ U

��

�X
+ V

��

�Y
=

1

Re Pr
� �2�

�X2 +
�2�

�Y2� �4�

Since the velocity inside the duct is relatively low, both the
iscous dissipation and the pressure work in Eq. �4� are negligible.
n the above equations, all the variables have been nondimension-
lized using the dimensionless parameters defined as follows

X = x/Dh, Y = y/Dh

U = u/uo, V = �/uo

P = p/��uo
2�, � = �T − To�/�qDh/k�

Re = uoDh/�, Gr = g�qDh
4/�k�2�

Pr = �/�, � = uot/Dh �5�
owever, different sets of dimensionless parameters were adopted
o nondimensionalize the governing equations of the system
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�16–19�. In their reports, instead of Gr /Re2, the parameter Gr/Re
was obtained in the buoyancy force term of the momentum equa-
tion. In this report, however, it is more convenient to choose
Gr /Re2 for the presentation of calculated results. It is noted that
Eqs. �1�–�4� are coupled and need to be solved simultaneously at
each time step.

The boundary conditions are defined as follows:

Y = 0.0: U = 0, V = 0,
��

�Y
= − 1 �6a�

Y = 0.5: U = 0, V = 0,
��

�Y
= 0 �6b�

X = 0.0: U = 1, V = 0, � = 0 �6c�

at the exit where X=6.0 and both the velocity and the temperature
distribution are not known.

Using the method of two-point extrapolation, the results calcu-
lated in the interior are used to find the ones at the boundary. In
addition, by using the conservation of mass, i.e., the mass flow
rate at the inlet equals to that at the outlet, the U-velocity at the
exit can be corrected right before the next iteration. The correction
factor C can be calculated by the following equation

C =�
in

UdY��
out

UdY �7�

when the calculated velocity field converges at each time step, the
value of C approaches unity. Therefore, the correction factor can
be used as an indication of the convergence of solution at each
time step.

3 Numerical Procedure
Fully implicit finite-difference equations are obtained by inte-

grating the conservation equations �1�–�4� over the control volume
about a grid point and over a time step. The principle of the
implicit scheme is that the new value of the physical quantity
around each control volume is calculated from the old value
within this control volume. Therefore, a new value of the physical
quantity prevails over the entire time step. Numerical solutions for
the pressure and the temperature equations are calculated at the
main grid, while the velocity is obtained at a staggered grid. To
solve the discretized equations, the semi-implicit method for
pressure-linked equations �SIMPLE� algorithm is used �27�. The
computation is performed in 128�32 uniform grid lines; how-
ever, a much larger number of grid points have been used to check
and confirm that the current solution obtained does not depend on
the number of grid points selected. The criterion of convergence at
each time step is based on the mass residual that is less than 1.0
�10−6.

4 Results and Discussion

4.1 Streamlines and Isotherms. To check the accuracy of the
current numerical scheme, the predictions of velocity and tem-
perature distributions are compared with the results of Aung and
Worku �17�. The agreement found is very good. During the tran-
sient calculation of the flow, however, the oscillation or unsteady
motion of the fluid has not been found. A steady state solution can
be obtained when both Re and Gr /Re2 are not very large. It is
surmised that to model the fluid oscillations observed in the pre-
vious experiments, it would be necessary to account for the tran-
sition process and the turbulent motion of the fluid. This is beyond
the scope of the current study. Therefore, we focus on the steady
state results.

Figures 1 and 2 show the effect of Re and Gr /Re2 on the flow
structure and isotherm for assisted convection, while Figs. 3 and 4
present the results for opposed convection. For assisted convec-

2
tion with Re=200 or 400, the increase in Gr /Re �i.e., when natu-
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al convection effect becomes more significant� can make a deeper
enetration of the reversed flow and a wider recirculating region,
s shown in Fig. 1. For Gr /Re2=100 or 400, however, the in-
rease in Re �i.e., when forced convection effect becomes more
ignificant� can push the reversed flow downstream, as shown in
ig. 1. For a sufficiently high value of Re, flow reversal will not
ccur. The above results are similar to the trends found in the
xperiments �14�. However, the increase in Re makes the recircu-
ating region more narrow at downstream location, as shown in
igs. 1�b� and 1�d�. This result is contrary to the finding in the
xperiment �14�. This difference can be attributed to the relatively
ow buoyancy parameter used in the numerical calculation, while
n the experiment the buoyancy parameter imposed is relatively

Fig. 1 Streamline plots for assiste
=100, „b… Re=200, Gr/Re2=400, „c…
Gr/Re2=400

Fig. 2 Isotherms for assisted conve
Re=200, Gr/Re2=400, „c… Re=400,

=400

ournal of Heat Transfer
high and the flow in the downstream may have become turbulent.
For opposed convection with Re=600 or 200, the increase in

Gr /Re2 causes the occurrence of flow reversal, as shown in Figs.
3�b� and 3�d�. For Gr /Re2=−3, however, the increase in Re also
has an effect to cause the reversed flow to occur. This finding is
contradictory to the result for assisted convection. This is due to
the fact that the reversed flow is driven primarily by the opposed
buoyancy �Gr�, which, to maintain a constant value for Gr /Re2,
can increase quadratically as Re increases. Therefore, the result of
increasing Re is overruled by that of increasing Gr. However, a
quantitative comparison between the prediction and the data could
not be made. This is due to the fact that both Gr /Re2 and Re

onvection with „a… Re=200, Gr/Re2

400, Gr/Re2=100, and „d… Re=400,

n with „a… Re=200, Gr/Re2=100, „b…
Re2=100, and „d… Re=400, Gr/Re2
d c
Re=
ctio
Gr/
JULY 2009, Vol. 131 / 072501-3
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mposed in the experiment in Ref. �14� are relatively large, the
umerical calculation at large values of Gr /Re2 and Re could not
e performed due to the rapid growth of mass residual, which
auses divergence of solution. However, the general trends ob-
ained from the prediction and the data agree very well.

The thermal boundary layer for assisted convection is thinner
han for opposed convection, as shown in Figs. 2 and 4. For as-
isted convection, the increase in either Gr /Re2 or Re tends to
ecrease the thermal layer thickness, which leads to an increase in
eat transfer. In addition, the reversed flow along the insulated
all has a significant effect on the temperature profile near the

dge of the thermal layer. Nevertheless, the occurrence of re-
ersed flow does not have a significant effect on the temperature
radient on the heated wall and hence has little effect on the heat

Fig. 3 Streamline plots for oppose
=−2, „b… Re=600, Gr/Re2=−3, „c… R
Gr/Re2=−8

Fig. 4 Isotherms for opposed conv
2
Re=600, Gr/Re =−3, „c… Re=200, Gr/Re

72501-4 / Vol. 131, JULY 2009
transfer. For opposed convection, however, the increase in Gr /Re2

or decrease in Re increases the thermal layer thickness, leading to
a decrease in the heat transfer. In addition, the reversed flow re-
duces the temperature gradient at the heated wall in the region
downstream of the separation point. Consequently, a reduction in
heat transfer is expected in this region.

4.2 Reversed Flow Zone. The reversed flow zone in Gr/
Re-Re regime maps, as shown in Figs. 5�a� and 5�b�, for buoy-
ancy assisted and opposed convection are derived from the
present numerical results. The onset of flow reversal is determined
by the condition �u /�y 	y=0.5=0 at the duct exit for assisted con-
vection and �u /�y 	y=0=0 for opposed convection. It has been
found that in an infinite long channel where fully developed con-

onvection with „a… Re=600, Gr/Re2

200, Gr/Re2=−3, and „d… Re=200,

on with „a… Re=600, Gr/Re2=−2, „b…
2 2
d c
e=
ecti

=−3, and „d… Re=200, Gr/Re =−8
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ition is reached, Gr/Re is the only parameter necessary to deter-
ine the onset of flow reversal. Therefore, to compare with the

ase of fully developed flow, the original parameters Gr /Re2 and
e, which affect the occurrence of flow reversal, are replaced by
r/Re and Re, as shown in Figs. 5�a� and 5�b�. For an infinite duct
here the flow is fully developed, the critical value of Gr/Re for

he onset of flow reversal is 3050 for assisted convection and 786
or opposed convection. In a finite vertical channel, however, the
ritical value of Gr/Re for the onset of flow reversal increases
ith increasing Re for both assisted and opposed convection. This

an be readily understood by the fact that in a finite channel,
here fully developed flow with occurrence of flow reversal is

eached in the downstream region, the penetration depth of the
eversed flow increases with increasing Gr/Re but decreases with
ncreasing Re for both assisted and opposed convection. To cut
way the downstream region of the channel in which flow reversal
as occurred, the reversed flow structure can be initiated again in
he remaining region by increasing Gr/Re or decreasing Re. When
oth Gr/Re and Re are small, the critical value for the onset of
ow reversal approaches the one for fully developed flow �28,29�.
Correlations of the critical values of Gr/Re in terms of Re have

een made and the results are written as follows. For assisted
onvection with 200	Re	800 and 18	Gr /Re2	95

Gr/Re	cr = − 6400.2 + 85.7 Re − 0.245 Re2 + 0.000333 Re3

�8�
hich has a standard deviation of 2.9%.
For opposed convection with 200	Re	800 and −4.15
Gr /Re2	−2

2

ig. 5 „a… Onset of flow reversal for assisted convection and
b… onset of flow reversal for opposed convection
Gr/Re	cr = 640.0 + 0.833 Re + 0.000625 Re �9�

ournal of Heat Transfer
which has a standard deviation of 0.15%.
The present results show that reversed flow can occur but at

values of Gr/Re much higher than the range covered in Ref. �17�.
The present finding is that the critical value increases with Re and
depends on the height to wall spacing ratio. Let us examine this
by using Eq. �8�. The minimum Re for which the equation is valid
is 200; hence, the minimum value of Gr/Re for which flow rever-
sal can occur in the present specific case, which concerns a duct
having a height to wall spacing ratio equal to 12, is 3603.8. As
pointed out previously, for an infinitely long duct so that fully
developed flow prevails in the duct, the critical value of Gr/Re is
3050.

5 Analytical Model for the Penetration Depth
The penetration depth for the reversed flow can be analyzed by

means of a simple analytical model. The analysis is an approxi-
mation based on superficial physical similarity, which is carried
out to extract useful physical insight, but this is not the actual
analytical solution of this problem. Since the mechanism for the
occurrence of reversed flow for assisted convection is different
from that for opposed convection, we will consider the two cases
separately.

5.1 Assisted Convection. It should be noted that the lowest
point of the V-shaped recirculation flow region is the point of flow
separation beyond or downstream of which the transport process
is dominated by natural convection. This is the point where all the
air flow supplied by the outside blower, situated at the bottom of
the duct, is used completely to furnish the air required for the
occurrence of pure natural convection flow in the downstream
reaches of the channel. In addition, the flow and transport pro-
cesses in the entire channel are in the developing region. It has
been found �13,28� that the local heat transfer in the region down-
stream of the separation point agrees well with the prediction of
natural convection heat transfer along a single vertical plate. This
is the condition when the parameter Gr /Re2 is greater. One can
also obtain a similar conclusion that the natural convection heat
transfer approaches the mixed convection, as discussed in Sec. 5.
Therefore, the natural convection process in the channel at and
beyond the separation point can be viewed as natural convection
along a single heated vertical plate, which starts to develop from
the entrance of the channel. Accordingly, the following equation
can be written and used to predict the penetration depth

uob = 	�
0




undy	at separation point �10�

where uo is the uniform entrance velocity and un is the boundary
layer velocity distribution of a natural convection flow along a
vertical flat plate. By using the integral method and assuming
third order polynomials for the velocity and the temperature dis-
tributions, the coupled momentum and energy equations for natu-
ral convection along a vertical plate can be readily solved �30�.
The velocity distribution is obtained as follows

un = ur��1 − ��2 �11a�
where

ur = ��/x��6000 Grx
2/Pr�Pr + 0.8�2�1/5 �11b�

� = y/
 �11c�


 = x�360�Pr + 0.8�/Pr2 Grx�1/5 �11d�
By substituting Eq. �11� into Eq. �10�, the equation used for pre-
dicting the location of the separation point can be readily obtained
as follows

x/Dh = E�Re5/Gr�1/4 �12�

where

JULY 2009, Vol. 131 / 072501-5
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E = �36 Pr3�Pr + 0.8�/104�1/4

earranging Eq. �12�, the model prediction for the penetration
epth can be written as

x̄/�Dh Re0.75� = L/�Dh Re0.75� − E�Gr/Re2�−0.25 �13�
his equation is shown and plotted graphically in Figs. 6�a�, 6�b�,
nd 7.

ig. 6 „a… Comparison of the penetration depths calculated us-
ng analytical model and the numerical results for assisted con-
ection with Re=200 and „b… comparison of the penetration
epths calculated using analytical model and the numerical re-
ults for assisted convection with Gr/Re2=500

ig. 7 Comparison of the penetration depths given by the ana-
ytical model, the numerical results, and the experimental data

or assisted convection

72501-6 / Vol. 131, JULY 2009
The above analytical model can be used only for the case when
Gr /Re2 is relatively large so that natural convection dominates the
transport processes inside the channel. Comparison of the penetra-
tion depth of the reversed flow given, respectively, by the model
prediction, the numerical results, and the experimental data �14� is
made for Re=200 at various Gr /Re2, as shown in Fig. 6�a�. Note
that, in the experiment, the V-shaped recirculation flow is not
steady and the penetration depth oscillates up and down. There-
fore, only the average values of the penetration depth are used and
presented for comparison. In general, the data are slightly lower
than the numerical results. This may be due to the freestream
turbulence intensity of the entrance air in the experiments that can
enhance the mixing between the heated buoyant flow and the
V-shaped recirculation region and reduce the penetration depth. In
spite of this, the agreement among these three sets of results is
very good, especially when Gr /Re2 is large. At a lower value of
Gr /Re2, however, the analytical model deviates significantly from
the numerical results. This fact suggests that the model fails to
predict the penetration depth, as the buoyancy force inside the
channel is relatively weak when compared with the inertia force.
Comparison is also made for Gr /Re2=500 at various Re, as
shown in Fig. 6�b�. Similar conclusions can be made. As the Rey-
nolds number increases and the forced convection effect becomes
significant, the model cannot accurately predict the penetration
depth. It is found that for analytical model to give results within
10% of the data, the value of Re should be less than 300 and
Gr /Re2 should be greater than 350.

5.2 Opposed Convection. For opposed convection, the re-
versed flow is the heated buoyant flow itself, with the velocity
directly proportional to the buoyancy force. The location of the
separation point defines the penetration depth. To identify the
separation point, one needs to find the streamwise velocity profile
along the heated wall. Since the duct considered is of finite length,
the entire duct flow is, in general, in the developing region. The
velocity profile near the heated wall can be considered as a mixed
convection boundary layer profile along a single heated vertical
plate. One can thus readily find the velocity profile by using the
integral method. To account for the effect of both forced and
natural convection, one can assume that the velocity profile inside
the duct is a summation of the boundary layer velocity profile of a
pure forced convection and that of a pure natural convection along
a vertical plate as follows

u = un + �− uf� �14�

where

uf = uo�3� f/2 − � f
3/2� �15a�

� f = y/
 f�x� �15b�


 f�x� = 4.64x/Rex
0.5 = 4.64�0.36 − x̄�/Rex̄

0.5 �15c�

The minus sign in front of uf in Eq. �14� accounts for the opposed
motion of the forced convection to the natural convection flow.
Therefore, the location for the separation point can be predicted
by the following equation

��un − uf�/�y	y=0 = 0 �16�

By substituting Eqs. �11� and �15� into Eq. �16� and rearranging,
the equation used to predict the penetration depth can be obtained
as follows:

x̄0.4�0.36 − x̄�0.5 = 0.02 Re0.3�Gr/Re2�−0.6 �17�

Comparison of the penetration depths of the reversed flow given
by the analytical model for opposed flow, the numerical results,
and the experimental data is made at various Re and Gr /Re2 in
Fig. 8. The experimental data are slightly lower than the numeri-
cal results when Gr /Re2 is small. This is attributed again to the

freestream turbulence intensity effect in the experiments that can
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nhance the mixing between the heated buoyant flow and the
-shaped recirculation region, thereby reducing the penetration
epth. The analytical model is seen to vastly overpredict the pen-
tration depth when Gr /Re2 is small. The discrepancy among
hese three sets of results becomes small when Gr /Re2 is large.
his fact suggests that the model can predict the penetration
epth, as the buoyancy force inside the channel is relatively large
s compared with the inertia force. Comparison is also made for
r /Re2=30 at various Re, which can also be found in Fig. 8. As

he Reynolds number increases, which causes a quadratic increase
n the Grashof number, the model can accurately predict the pen-
tration depth. However, as long as Re is greater than 200, the Re
ffect on the accuracy of model prediction is negligible. It is
ound that in order for the analytical model to be accurate to
ithin 10 % of the numerical results, the applicable value of Re

hould be greater than 200 and that for Gr /Re2 should be greater
han 20.

Nusselt Number
In the previous governing equations one can find that the di-
ensionless temperature, �, is actually a function of Gr /Re2 and
e and x /L. From the definition the local Nusselt number is the

ig. 8 Comparison of the penetration depths given by the ana-
ytical model, the numerical results, and the experimental data
or opposed convection

Fig. 9 „a… Effect of Gr/Re2 on the local Nusselt number di
opposed convection and „b… effect of Gr/Re2 on the local Nus

assisted and opposed convection
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inverse of �. Therefore, one can conclude that the Nusselt number
is a function of Gr /Re2 and Re and x /L. Next, so that the Nusselt
number results obtained at different Re can collapse into a single
curve, the Nusselt number is divided by Re0.4 and the parameter
Nu /Re0.4 is plotted versus x /L, as shown in Figs. 9�a� and 9�b�.
The factor Re0.4 helps in collapsing the data in a self-similar form.
The 0.4 power of the Reynolds number is first found from corre-
lation of the experimental data in Ref. �15�. For pure forced con-
vection, the Nusselt number results divided by Re0.4 can also col-
lapse into a single curve, as shown in Fig. 8 in Ref. �15�.
Therefore, in addition to x /L the parameter Nu /Re0.4 is a function
of Gr /Re2. Comparison was also made only with the experimental
data found in Ref. �15� for the case of parallel plate channel where
the freestream turbulence intensity has been significantly mini-
mized in the channel. The prediction for the Nusselt number
agrees very well with the data within the region studied. This
result indicates that the freestream turbulence intensity in the
channel is so small that it does not have a significant effect on the
wall heat transfer. Figure 9�a� shows that for assisting flow, buoy-
ancy can increase the Nusselt number, while in opposed flow
buoyancy can reduce the heat transfer. Flow reversal occurs only
for the case of Gr /Re2=−3 and Re=600, as shown in Fig. 3�b�.
However, the heat transfer in the downstream region is only
slightly affected and no heat transfer enhancement by the reversed
flow is noticeable. It appears that the reversed flow, which is ad-
jacent to the adiabatic wall, is too weak to influence the thermal
energy transport from the heated wall. The separation point iden-
tified from the streamline plot is located at approximately x /L
=0.64, which cannot be discerned from the local Nusselt number
distribution along the heated wall.

Figure 9�b� presents the cases for Re=200. Flow reversal oc-
curs when Gr /Re2=500, 100, and �8. Again, for assisted convec-
tion, there is no discernible effect on the heat transfer by the
reversed flow. In other words, the heat transfer process along the
heated wall does not know if flow reversal would occur along the
opposite wall. At a higher buoyancy parameter, however, the
strong mixing process between the reversed flow and the main-
stream may render the flow in its vicinity unstable and give rise to
transition to turbulent flow �14�. This can significantly increase
the heat transfer rate. However, the current calculation could not
be extended to such a high buoyancy parameter. For opposed
convection, however, one can clearly conclude that the reversed
flow has a significant effect on the heat transfer. The reversed flow
can make the local heat transfer in the downstream near the exit
higher than in the upstream. A similar phenomenon is also found
in the experiments �15�. In the latter work, however, turbulent

bution on the heated wall at Re=600 for both assisted and
lt number distribution on the heated wall at Re=200 for both
stri
se
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onvection is triggered by the reversed flow, and the heat transfer
s significantly enhanced. In the present study, the separation point
s found from the streamline plot to be at approximately x /L
0.25. On the other hand, a significant reduction in heat transfer is

ound at approximately x /L=0.3. The minimum in heat transfer is
ocated at x /L=0.4. It appears that the separation point is far
pstream of the minimum in heat transfer.
The average heat transfer coefficient over the entire heated

late is calculated by dividing the average heat flux by the mean
emperature difference between the heated wall and the entrance

ir. The average Nusselt number, which is defined as h̄Dh /k, is
lso normalized with Re0.4 and the results are presented in Fig. 10.
ince the local Nusselt number, Nu /Re0.4, is a function of both
/L and Gr /Re2, the averaged Nusselt number, Nu /Re0.4 is then a
unction of Gr /Re2 only. This has also been confirmed in the final
orrelations in the following.

For the purpose of comparison, numerical results of pure forced
onvection �31� and pure natural convection in a finite vertical
uct �32� are also presented. Correlation for the pure forced con-
ection for 600	Re	1800 is written as follows:

Nu/Re0.4 = 0.76 �18�
he correlation for pure natural convection in a finite vertical duct

s written as

Nu/Gr0.2 = 0.476 �19�
quation �19� can be rearranged and rewritten as follows

Nu/Re0.4 = 0.476�Gr/Re2�0.2 �20�

quation �20� is valid only for Gr103 and in absence of flow
eversal.

In Fig. 10, Eqs. �18� and �20� have been plotted as the pure
orced and pure natural convection asymptotes, respectively. It is
een that the numerical result for assisted convection approaches
he pure forced convection result for small values of Gr /Re2 and
pproaches the pure natural convection result for large values of
r /Re2. The correlation of natural convection heat transfer for a

ingle vertical plate has the same form as Eq. �19� except that the
onstant 0.476 should be changed to 0.434. The addition of an
nsulated wall near a single heated plate, therefore, does not have

significant effect on the heat transfer. Therefore, at a higher
uoyancy parameter, the heat transfer for assisted convection in-
ide a vertical channel approaches the natural convection results
long a single vertical plate. This argument can be confirmed by
omparison of heat transfer prediction with the experimental re-
ults, as shown in Fig. 10, for assisted convection. For opposed

ig. 10 Effect of Gr/Re2 on the average Nusselt number for
oth assisted and opposed convection
onvection, no prediction for the regime studied in the experi-
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ments is available for comparison, except in a very low buoyancy
parameter condition where agreement with the data is very good.
However, the heat transfer for opposed convection is smaller than
for assisted convection, not even in small buoyancy parameter
region, but also in large buoyancy parameter region, as shown in
Fig. 10.

To facilitate practical application of the present results, correla-
tion for the average heat transfer in the entire channel based on the
numerical results is developed and summarized in the following.
The correlation gives the average heat transfer parameter
Nu /Re0.4 in terms of Gr /Re2. For buoyancy assisted convection
with 0	Gr /Re2	100 and 200	Re	1800, the result is

log Nu/Re0.4 = − 0.12 + 0.023 log�1 + Gr/Re2�

+ 0.037�log�1 + Gr/Re2��2 �21�
which has a standard deviation of 0.1%. For buoyancy opposed
convection with 0	Gr /Re2	3 and 200	Re	600, the corre-
sponding equation is

log Nu/Re0.4 = − 0.12 + 0.05 log�1 + Gr/Re2�

− 0.208�log�1 + Gr/Re2��2 �22�
which has a standard deviation of 0.1%. The above correlation has
been confirmed by comparison with the experimental data.

7 Conclusions
For both assisted and opposed convection, a reversed flow

structure can be initiated in the downstream region of the duct,
and the reversed flow extends gradually upstream as the buoyancy
parameter Gr /Re2 increases. However, the increase in Re has an
opposite effect as it pushes the reversed flow downstream. Simple
analytical models developed in the present study to predict the
penetration depths of the reversed flow have been shown to give
acceptable results for situation where the transport process inside
the channel is dominated by natural convection. In addition, the
criterion for the onset of flow reversal has been determined, and
the critical value of Gr/Re for the occurrence of flow reversal is
shown to be well correlated with the Reynolds number.

The effects of the reversed flow and the buoyancy parameter on
the heat transfer have also been studied. For opposed convection,
the reversed flow can cause a slight increase in heat transfer in the
downstream region; however, the increase in the average Nusselt
number is hardly discernible. For assisted convection, the occur-
rence of flow reversal does not have any significant effect on the
heat transfer. The increase in Gr /Re2 makes the average Nusselt
number to approach the results of a pure natural convection along
a vertical plate. The average heat transfer parameter Nu /Re0.4

predicted for both assisted and opposed convection has been well
correlated in terms of Gr /Re2.

The present numerical results have been compared with the
experimental data published in the literature, and the trend pre-
dicted is in good agreement with the data. Since the numerical
calculation does not account for the turbulent transport �due to
turbulence intensity in the freestream�, which can occur in the
experiments, the prediction for the penetration depth of the re-
versed flow is slightly on the high side, as to be expected. How-
ever, the agreement for the heat transfer prediction with the ex-
perimental data suggests that this turbulent transport in the
reversal flow does not have a significant effect on the heat trans-
fer.

Nomenclature
b � channel width

Dh � channel hydraulic diameter, 2b
g � gravitational acceleration

Gr � Grashof number, g�qDh
4 / �k�2�

Gr 4 2

x � Grashof number, g�qx / �k� �

Transactions of the ASME



G

S

R

J

h � local heat transfer coefficient based on inlet
temperature

h̄ � average heat transfer coefficient
k � thermal conductivity of air
L � height of the heated section in the duct

Nu � local Nusselt number, hDh /k
Nu � average Nusselt number, h̄Dh /k

p � pressure
Pr � Prandtl number, � /�
q � heat flux

Re � Reynolds number, uoDh /�
T � temperature
u � axial velocity
� � transverse velocity
x � streamwise coordinate, pointing upward for

assisted flow and downward for opposed flow
x̄ � penetration depth, L-x

x† � reduced coordinate, x / �Dh Re Pr�
y � transverse coordinate from the heated wall

reek Symbols
� � coefficient of expansion

 � thermal or momentum boundary layer

thickness
� � dimensionless distance, � /

� � dimensionless temperature, �T−To� / �qDh /k�
� � kinematic viscosity
� � density
� � dimensionless time

ubscripts
f � refers to pure forced convection
n � refers to pure natural convection
o � refers to inlet
r � refers to reference
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Heat Transfer and Fluid Flow
Characteristics in Supercritical
Pressure Water
A series of integral heat transfer measurements in a square annular flow passage was
performed for bulk water temperatures of 175–400°C with upward mass velocities of
300 kg /m2 s and 1000 kg /m2 s and heat fluxes of 0, 200 kW /m2, and 440 kW /m2, all
at a pressure of 25 MPa. Mean and turbulent velocities measured with a two-component
laser Doppler velocimetry system along with simulations using the computational fluid
dynamics (CFD) code FLUENT were used to explain the deterioration and enhancement of
heat transfer in supercritical pressure water. At low mass velocities, the integral heat
transfer measurements exhibited large localized wall temperature spikes that could not be
accurately predicted with Nusselt correlations. Detailed mean and turbulent velocities
along with FLUENT simulations show that buoyancy effects cause a significant reduction
in turbulent quantities at a radial location similar to what is the law of the wall region for
isothermal flow. At bulk temperatures near the pseudocritical temperature, high mass
velocity integral heat transfer measurements exhibited an enhanced heat transfer with a
magnitude dependent on the applied heat flux. Measured mean and turbulent velocities
showed no noticeable changes under these conditions. FLUENT simulations show that the
integrated effects of specific heat can be used to explain the observed effects. The experi-
mentally measured heat transfer and local velocity data also serve as a database to
compare existing CFD models, such as Reynolds-averaged Navier-Stokes (RANS) equa-
tions and possibly even large Eddy simulations (LES) and direct numerical simulations
(DNS). Ultimately, these measurements will aid in the development of models that can
accurately predict heat transfer to supercritical pressure water.
�DOI: 10.1115/1.3090817�

Keywords: supercritical water, heat transfer, buoyancy, turbulence
Introduction
The supercritical water reactor �SCWR� has been selected as

ne of the next steps in nuclear reactor designs �1�. The SCWR is
ssentially a light water reactor �LWR� operating at higher pres-
ure �25 MPa� and higher exit temperature �510°C� with the goal
f increasing the thermal efficiency from 33% to 44% while build-
ng upon the well established LWR’s and supercritical fossil
lants. The coolant enthalpy passes above and beyond the two-
hase dome remaining single phase but undergoing large changes
n its thermophysical properties. A significant amount of research
n heat transfer to supercritical fluids has been carried out over
he past 50 years and has been summarized by Pioro et al. �2�.
xperiments have shown that variable property fluids can cause
n enhancement or deterioration in heat transfer. Hall �3� sug-
ested that deterioration was caused by changes in the shear stress
nd derived an expression for the wall shear stress for a variable
roperty fluid. From this, criteria were developed to identify sig-
ificant changes in the shear stress due to the axial gradients in
ensity �acceleration effects� and/or the radial gradients in density
buoyancy effects�.

At relatively high mass velocities, buoyancy effects are unim-
ortant and the flow is considered to be in the forced convection
egion �4�. For this type of flow, previous experiments have shown
hat an enhancement in heat transfer occurs for bulk temperatures
Tb� near the pseudocritical temperature1 �Tpc� at low heat fluxes

1The pseudocritical temperature is defined as the temperature at which, for a given
ressure, the fluid exhibits a maximum in its specific heat.
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rank Cunha.

ournal of Heat Transfer Copyright © 20
and, in general, its magnitude is reduced with increasing heat flux
�5�. This heat transfer effect is thought to be due to the varying
specific heat �cp� of the fluid �6�. Many Nusselt correlations have
been developed to model enhanced heat transfer but the correla-
tions including property ratios between the wall and the bulk have
proven most successful �2�. Computational fluid dynamics �CFD�
simulations using turbulence models developed for constant prop-
erty applications have also shown good agreement �7�. In small
hydraulic diameters �d�1 mm� with strong heating, a deteriora-
tion in heat transfer due to acceleration effects, represented by
broad increases in wall temperature �Tw� with Tb’s near the Tpc,
occurs in both upward and downward flows �8�. This type of heat
transfer is not well studied but has been the focus of some ongo-
ing research �9�.

At relatively low mass velocities, buoyancy effects are impor-
tant because of radial gradients in density. This mixed convection
heat transfer can result in an enhancement or deterioration de-
pending on the flow direction �10�. Downward flow experiments
have shown an enhancement in heat transfer. In upward flow, the
deterioration in heat transfer is represented by large localized
spikes in the Tw and has been studied extensively �11�. Current
Nusselt correlations are not able to predict this type of heat trans-
fer. CFD simulations using turbulence models developed for con-
stant property application are also not able to capture this heat
transfer effect �7�. The inability to predict heat transfer deteriora-
tion in variable property fluids has led to a more detailed research
with the measurement of the fluid flow characteristics, i.e., mean
and turbulent properties.

At supercritical pressures, Wood and Smith �12�, Bourke and
Pulling �13�, Miropl’skii and Baigulov �14�, and Kurganov et al.
�15� used Pitot tubes and microthermocouples to measure mean

axial velocities in circular tubes with upward flowing CO2 used as

JULY 2009, Vol. 131 / 072502-109 by ASME
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coolant. The results of these experiments indicated an “M-
haped” velocity profile. Bourke and Pulling �13� found that the

-shaped velocity profile occurred after the spike in wall tem-
erature, where as Kurganov et al. �15� found that the M-shaped
elocity profile occurred at the spike in wall temperature.

Buoyancy effected heat transfer is not unique to supercritical
uids and can occur at subcritical pressures. A significant amount
f subcritical mixed convection heat transfer research was done in
ussia and summarized by Petukhov et al. �16�. However, there
as recently been an increasing amount of work in this area as
ummarized by Jackson �17� where they used the laser Doppler
elocimetry �LDV� technique to measure local instantaneous ve-
ocities under conditions of deterioration. Additional velocity

easurements were done by Kang et al. �18� using R-113 as a
oolant, while similar measurements were done by Wardana et al.
19� using air.

While there has been a significant amount of research in the
rea of variable property heat transfer, there has not been a sig-
ificant improvement in the methods used to predict the deterio-
ation in heat transfer. It is likely that the only success will come
ith the use of CFD due to the importance of local conditions
ithin the flow. Current turbulence models developed from con-

tant property experiments have had only limited success in pre-
icting variable property heat transfer effects. In order to improve
nd develop turbulence models, local fluid flow characteristics
oupled with heat transfer data are needed.

In an effort to further study heat transfer at supercritical pres-
ures, a SCW heat transfer facility was built at the University of

isconsin-Madison with the capabilities of optical access for lo-

Fig. 1 Schematic of the important
transfer loop, „b… cross section of t
optics table, and „d… cross section
view of the optical measurement reg
al measurements of turbulent velocities and density �20�. Due to

72502-2 / Vol. 131, JULY 2009
the lack of methods to accurately predict variable property heat
transfer, it was necessary to perform experiments over a wide
range of conditions to identify which heat transfer effects, such as
enhancement and deterioration, occur within the facility. An initial
set of heat transfer experiments in a circular annular geometry was
previously published �21�. The accuracy and validity of selected
heat transfer correlations and buoyancy criterion were compared
with heat transfer measurements and used to identify conditions
that require further investigation.

Currently it is believed that no detailed velocity measurements
have been made in supercritical pressure water under conditions
of deterioration nor have there been similar measurements for
enhanced heat transfer under forced convection for any supercriti-
cal pressure fluid. While Nusselt correlations that include property
ratios do a reasonable job in predicting enhanced heat transfer, it
is not clear that property variations are the only reason for the
measured heat transfer effects �as opposed to changes in turbu-
lence�. The work presented in this paper investigates, both experi-
mentally and computationally, the fluid flow characteristics �prop-
erties, velocities, and turbulence� that cause an enhancement
�forced convection� and a deterioration �mixed convection� in heat
transfer.

2 Experimental Facility

2.1 Heat Transfer Loop. A SCW heat transfer facility was
built at the University of Wisconsin-Madison to study heat trans-
fer in a circular and square annular geometry �20�. The loop �Fig.
1� has dimensions of approximately 2 m wide by 3 m tall and is

erimental components: „a… the heat
flow geometry, „c… top view of the

the optical block with an exploded
exp
he
of
made of 4.29 cm inner diameter Inconel 625 piping and is capable
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f operating up to 600°C at 25 MPa. A Chempump™ �model
CT-5k 36I� capable of operating at SCW conditions can produce
ass velocities up to 2000 kg /m2 s through the test section. The

ircular annular test section geometry is a 1.07 cm diameter heater
od within a 4.29 cm diameter flow channel. The square annular
est section geometry is a 1.07 cm diameter heater rod within a
.88 cm wide flow channel. The 3.3 m long heater rod spans the
ntire right leg of the loop and protrudes out both ends. This
esign permits the use of 16 thermocouples evenly spaced along
he inner cladding of the 1.01 m heated length. The center portion
f the right leg of the loop serves as the internally heated test
ection, allowing a 76 cm entrance length for both upward and
ownward flow studies. The heater is centered within the flow
hannel with six spacers; four of which are located on either side
f the tees and two that are 5 cm from either end of the heated
ection. For the upward flow, square annular geometry experi-
ents presented in this paper, the original removable test section

iece �circular� is replaced with a new test section piece with
ptical access �22�. The optical block has optical access through
wo sapphire windows: one centered to view the heater rod and
he other is offset to view a portion of the flow field. While the
ptical block was machined to have an inner square flow path, the
emaining vertical test section piping �circular� is fitted with
quare flow guides that cleanly mate with the optical block, effec-
ively making the �3 m test section a square annular geometry.
he facility is capable of operating at any steady state condition
y using a variable heat removal system made up of copper cool-
ng coils. Eight copper coils of various contact areas are tightly
rapped to the Inconel piping. Heat removal by the cooling coils

an be set to match that supplied by the heater by simply control-
ing the number of coils receiving cooling water and controlling
heir respective flow rates.

2.2 System Measurements. The data acquisition system for
he loop is currently a National Instrument system along with a
ABVIEW™ 7.1 software interface. This system consists of a 16 bit
00 kHz A/D converter �PCI-6052E� connected to an SCXI 1001
hassis that can hold up to 12 SCXI modules. Currently there are
our 32 channel 1102 high accuracy thermocouple modules used
or temperature and voltage measurements around the loop and
our 1160 general-purpose switching modules consisting of 16
ndependent relays to control valves and external heating on the
oop.

The inlet fluid temperature is measured with an E-type thermo-
ouple �model GEMQIN-0625-12� with an uncertainty of �1°C
r 0.4%, which ever is greater. The pressure in the loop was mea-
ured with a Siemens Sitrans P pressure gauge �model 7MF4032-
GA10-1NC1-Z� with an uncertainty of 0.1%. Mass velocities
ere determined by measuring the pressure drop across the test

ection orifice plate with a Siemens Sitrans P differential pressure
auge �model 7MF4032-1GA10-1NC1-Z�. Mass flux uncertain-
ies conservatively varied from 5% to 11%. Heater power was
etermined from voltage measurements of the dc power supply
nd current determined from voltage measurements across a
hunt. Heat flux uncertainties varied from 1% to 3.5%. Heat trans-
er coefficients and Tw’s were determined from inner-cladding
emperatures measured with K-type thermocouples �model XL-K-

O-020�, which have uncertainties of �1.1°C or 0.4%, which-
ver is greater. Heat transfer coefficient uncertainties are de-
cribed in Ref. �20� and vary depending on the operating
onditions. Uncertainties are typically 1.5–13% but can be as high
s 27% for cases exhibiting a significant enhancement in heat
ransfer.

2.3 The Laser Doppler Velocimeter. The two-component
DV system from TSI Inc. consisted of a transceiver probe

model TR260� with a 50 mm beam spacing. A 135 mm focal
ength lens �model TLN06-120� forms an ellipsoid shaped mea-
uring volume �MV� with a major axis of 200 �m long and a

inor axis of 33 �m in diameter. A 10 W argon-ion Lexel �model

ournal of Heat Transfer
95� operated at 4 W was used as the light source. The fluid was
seeded with 1–2 �m diameter aluminum oxide particles follow-
ing the particle selection criterion described by Menon and Lai
�23�. Light is collected in backscatter mode with the transceiver
probe and transmitted to a photodetector �model PDM1000-2� and
analyzed with a multibit digital burst correlator �model
FSA4000-2� and FLOWSIZER software �Version 1.1.1�. When the
beam pairs were operated in coincidence mode, the coincidence
window was set to 200 �s based on the recommendations of
Kang et al. �24�. Two PCI-7342 National Instrument motion con-
trol cards controlled a pair of two-axis National Instrument
NuDrive power amplifiers �model 2SX-411�. These amplifiers
powered two Newport translation stages �model UTMPP.1� with a
positional resolution of 0.1 �m.

3 Methods

3.1 LDV Alignment and Data Collection. Accurate posi-
tioning of the MV was needed in both the tangential and radial
�perpendicular� directions �see Fig. 1�. With the MV positioned
near the heater rod, the probe was translated 4 mm in the tangen-
tial direction so that the measured mean axial velocity profile
spanned the measurement line of interest �MLI�. When the MV
was furthest from the MLI, it was also furthest from the inner
wall, resulting in a larger velocity measurement. When the MV
was located on the MLI, it is closest to the wall and will give the
minimum measured velocity. The MV was considered positioned
on the MLI when it measured the lowest velocity. The estimated
uncertainty of this location was �50 �m.

One of the significant measurement uncertainties when using a
LDV system is knowing the absolute distance between the MV
and the wall �perpendicular direction�. Durst et al. �25� developed
a method that allows for finding the wall shear stress and the bias
in the MV’s distance from the wall for channel and pipe flow, thus
allowing one to accurately know the location of the MV relative to
the wall. A similar method was developed here for an annular
geometry.

Integrating the differential equation of momentum for an in-
compressible, steady, fully developed axial flow of a Newtonian
fluid with constant properties in an annular geometry gives �20�

U�
2

R
�XRoR

2 − XRoRi
2 − R2Ri + Ro

2Ri

�Ro
2 − Ri

2�
� = �

�Um

�R
− uv �1�

where X is the ratio of the outer and inner wall shear stresses.
By expanding u, v, and w in a Taylor series about Ri and em-

ploying the continuity equation, the following can be found to be
valid for the turbulent shear stress in the inner near wall region:

uv = a�R − Ri�3 + b�R − Ri�4 + c�R − Ri�5 + . . .

Inserting this into Eq. �1� and solving for Um gives

Um =
U�

2

��Ro
2 − Ri

2�
�XRo�R − e�2

2
− XRoRi

2 ln�R − e� −
�R − e�2Ri

2

+ Ro
2Ri ln�R − e�� + A�R − Ri − e�4 + B�R − Ri − e�5

−
U�

2

��Ro
2 − Ri

2�
�XRoRi

2

2
− XRoRi

2 ln�Ri� −
Ri

3

2
+ Ro

2Ri ln�Ri��
�2�

The radial position �R� is replaced with �R−e�, where e is the
systematic error in the MV position. There are now five unknowns
�X, U�, e, A, and B� which can be determined by fitting Eq. �2� to
the measured data. In the analysis by Durst et al. �25�, the wall
shear stress was found to be accurate to within 1% provided a
minimum of 20 points are taken within a range of y+�12. A
similar approach was employed here.
To implement this method, the MV is positioned so that it par-
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ially intersects at the inner wall, causing the LDV system to de-
ect a zero velocity. The MV is then traversed radially away from
he wall, in 5 �m increments, until the zero velocity is no longer
etected. This position is temporarily assumed to be the location
f the wall while collecting data. Approximately 20 velocity mea-
urements are then recorded in 5 �m increments perpendicular
rom the wall. These initial measurements were used along with
q. �2� to determine the absolute distance between the wall and

he MV. The value of e was typically found to be about
0–100 �m.
The transceiver probe can be orientated at any rotation about its

xis. Two different probe rotation angles were used in an effort to
dentify methods to improve the range of near wall velocity mea-
urements affected by gradients in fluid density. Figure 2 illus-
rates the probe rotations used relative to the flow direction. For
xample, in the 90 deg rotation, each beam pair independently
easures a component of the flow velocity. In the 45 deg rotation,

ach beam pair measures a portion of each of the components of
he flow velocity, requiring both beam pair measurements to de-
ermine a component of the flow velocity. Each method offered
oth improvements and compromises in the spatial range of tur-
ulence measurements. The 90 deg rotation allowed axial velocity
easurements to be made across the entire channel width, while

he 45 deg rotation improved the ability to maintain beam coinci-
ence near the heated wall.

After a sufficient number of near wall measurements were col-
ected, the MV was traversed in the perpendicular direction until
he outer wall was reached �90 deg rotation� or the beams were cut
ff due to an obstruction �45 deg rotation�.

After velocity data were collected at isothermal conditions for a
iven inlet temperature and mass flux, velocity data were col-
ected for the different heat flux cases while utilizing the radial

ig. 2 The two different orientations of the beam pairs used in
elocity measurements
Fig. 3 Cross-sectional view of the meshing scheme: „a…

72502-4 / Vol. 131, JULY 2009
position scaling determined at isothermal conditions. When oper-
ating at a Tb�300°C, it was not possible to maintain steady state
isothermal conditions due to the external heating power limita-
tions. When the probe was oriented at 45 deg, radial scaling was
based on previous setups, and thus the positional uncertainty was
high. When the probe was rotated 90 deg, the MV was located
based on the mean axial velocity profile near the outer wall. How-
ever, minor disturbances caused by the window located at the
outer wall prevented accurate measurements, resulting in a posi-
tional uncertainty estimated to be less than 200 �m.

At each radial position, 5000 data points were attempted in low
mass velocity flows while 20,000 data points were attempted in
high mass velocity flows. The number of actual data points col-
lected depended on the local velocity and severity of the density
gradients. At isothermal conditions, the time to acquire data points
at one radial position was on the order of 1–5 min. When a heat
flux was applied, data rates could be significantly reduced near the
heated wall so data collection was either terminated at 30 min or
the number of data points collected was reduced. Data collection
for a particular experimental set of conditions was terminated
when it took longer than 30 min to collect 512 data points for the
axial velocity component.

3.2 Computational Method. The computational fluid dy-
namics software used was FLUENT 6.3.26. The geometry used for
modeling the fluid dynamics is a 1/8 section �Fig. 1� 2.1 m in
length. The first meter was used to develop the inlet velocity pro-
file and the last 1.1 m was designated as the test section. The inlet
and outlet boundary conditions were mass flux and outflow, re-
spectively. Nonwall edges were designated as symmetry bound-
aries. The turbulence model chosen was the Reynolds stress
model to simulate the anisotropy in the Reynolds stress, account-
ing for the stress induced secondary flows present in the square
annular geometry.

Two wall function methods were used and are described in the
FLUENT user’s guide �26�. The standard wall function requires the
closest wall node to be in the law of the wall region �node nearest
the wall located at y+ �30�. While the bulk of the flow is solved
with the Reynolds stress model, this method uses a wall function
to bridge the gap between the closest node and the wall. The
enhanced wall function requires fully meshing the near wall re-
gion to resolve the viscous sublayer �node nearest to wall located
at y+ �1�. Again, while the bulk of the flow is solved with the
Reynolds stress model, this method uses a combination of a two
layer model with enhanced wall functions in the near wall region.
The method was used for the low mass velocity simulations while
the standard wall function was used for high mass velocity
experiments.
enhanced wall function and „b… standard wall function
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Figure 3 illustrates the cross sectional view of the meshing
cheme used for each wall function method. For the low mass
elocity case, a total of 1.5�106 cells were used. 500 and 1000
ivisions were used in the axial direction for the developing and
est section regions, respectively. 50 divisions were used in the
adial direction �bell-shaped distribution� and 20 divisions were
sed in the circumferential direction. For the high mass velocity
ase, a total of 1.26�106 mesh cells were used. 2800 divisions
ere used in the axial direction. 30 divisions were used in the

adial direction �bell-shaped distribution� and 15 divisions were
sed in the circumferential direction.

3.3 Measurement and Computational Validation. Because
he nondimensional variables used in meshing are dependent on
he varying properties of the fluid, changes in meshing were
eeded for a given set of boundary conditions to meet the require-
ents of the near wall model. The following validation of mea-

urement and simulation techniques is used to demonstrate their
roper application at high and low mass velocities for isothermal
onditions.

Figure 4 shows a comparison of normalized velocity and turbu-
ence versus radial position along the MLI for measurement and
imulation performed at a pressure of 10 MPa, an inlet tempera-
ure of 25°C, and a mass velocity of 310 kg /m2 s, with no heat
ux. The enhanced wall function was used for simulating this
elatively low mass flux condition. In general, there is very good
greement. The measured mean axial velocity �Um� normalized

ig. 4 FLUENT simulations using the enhanced wall function
re compared with LDV measurements: „a… linear scaling for
iew of the bulk and „b… logarithmic scaling for view of the near
all. The solid lines represent simulation; the symbols repre-
ent measured data.
ith the bulk axial velocity �Ub� matches FLUENT well in both the

ournal of Heat Transfer
bulk of the flow and the inner near wall region. The radial posi-
tioning of the data followed the description given in Sec. 3.1. The
agreement between FLUENT and the measured results in the near
wall region suggest the assumptions used in the development of
Eq. �2� are adequate. The root mean square of the axial turbulence
�urms� shows a slight discrepancy in the magnitudes at the bulk
and outer wall, while good agreement is found near the heater
wall. The root mean square of the radial turbulence �vrms� matches
well near the walls but there is a slight difference in the core. The
measured and simulated turbulent shear stress �uv� show similar
trends; however, there are slight differences in magnitude. In the
bulk of the flow, each crosses zero within 200 �m of each other.
The difference seen between simulations and the measurements is
likely due to the factors that are not modeled in FLUENT. These
effects could include asymmetries, turbulence generated by the
main pump, spacers, imperfect union of the square flow guides,
and so on. However, the measurement and simulation results show
excellent similarity.

Figure 5 shows a comparison of the normalized velocity and
turbulence versus the radial position along the MLI for measure-
ment and simulation performed at a pressure of 25 MPa, an inlet
temperature of 200°C, and a mass velocity of 1050 kg /m2 s,
with no heat flux. The standard wall function was used for simu-
lating this relatively high mass flux condition. Good agreement is
found for the Um in the bulk and near wall regions. Measurement
and simulation show similar trends for the urms, vrms, and uv;
however, the simulated results are lower in magnitude. Similar

Fig. 5 FLUENT simulations using the standard wall function are
compared with LDV measurements: „a… linear scaling for view
of the bulk and „b… logarithmic scaling for view of the near wall.
The solid lines represent simulation; the symbols represent
measured data.
results were found when applying the standard wall function
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ethod to the conditions shown in Fig. 4. The standard wall func-
ion requires less computational power but compromises the ac-
uracy of near wall turbulence.

Uncertainties for the LDV measurements were estimated as de-
cribed by Benedict and Gould �27�. The percent error versus
adial position along the MLI for the data measured in Figs. 4 and
are shown in Fig. 6. The percent error in Um is kept below 1%

ue to the number of data points collected. Similarly, the errors in
rms and vrms are as low as 1%. The percent error in the mean
adial velocity �Vm� is fairly large; however, the magnitude of Vm
s approximately zero resulting in a large percent error. A similar
ffect is seen for the uv error in the bulk of the flow where it
rosses through zero.

Results and Discussion
An initial set of upward flow integral heat transfer experiments

as performed in a circular annular geometry and reported in Ref.
21�. The results showed that two types of heat transfer could
ccur within our facility. At high mass velocities, an enhancement
n the heat transfer coefficient occurred at Tb’s near the Tpc. In
eneral, the enhancement was reduced with increasing heat flux.
t relatively low mass velocities, a deterioration in heat transfer

epresented by large localized spikes in Tw occurred. Several
uoyancy criteria applied to the data suggested that buoyancy ef-

ig. 6 Uncertainties of the LDV measurements shown in Figs.
and 5
ects due to the radial gradients of fluid density caused the dete-

72502-6 / Vol. 131, JULY 2009
rioration in heat transfer. Selected Nusselt correlations were found
to adequately reproduce heat transfer in the absence of buoyancy
effects. Based on these results, a similar set of integral heat trans-
fer experiments were performed in a square annular geometry
along with turbulence measurements and FLUENT simulations to
better understand the mechanisms causing an enhancement and
deterioration in heat transfer.

4.1 Integral Heat Transfer. A series of integral heat transfer
measurements in a square annular flow passage was performed for
bulk water temperatures of 175–400°C with upward mass veloci-
ties of 300 kg /m2 s and 1000 kg /m2 s and heat fluxes of 0,
220 kW /m2, and 440 kW /m2, all at a pressure of 25 MPa �Table
1�.

Figure 7 shows the measured Nusselt number �Nuexp� divided
by the forced convection Nusselt number evaluated with the Jack-
son correlation �NuJa� versus the Gr /Re2.7 buoyancy criterion.
This analysis method developed by Jackson et al. �10� provides a
method to identify heat transfer data influenced by buoyancy ef-
fects. They developed several empirical lines that bound measured
data. At Gr /Re2.7 less than 10−5, the experimental data are in the
forced convection region and NuJa should equal experimental
data. At Gr /Re2.7 values greater than 10−5, the data are in the

Table 1 Experimental conditions at which LDV experiments
were performed

Run No.

Tb
�°C�

G
�kg /m2 s�

Q�
�kW /m2�

Probe
rotation �90 deg�

Probe
rotation �45 deg�

- 194 25 315 0
179, 182, 183 203, 204 175 315 0, 220, 440
188–190 195–197 200 315 0, 220, 440
191–193 198–200 250 315 0, 220, 440
229, 230 212, 213 300 315 0, 220, 440
232, 233 219, 220 340 315 220, 440
240, 242 221, 223 370 315 220,440
243, 244 227, 228 393 315 220, 440
235, 236 - 200 1000 0, 220, 440
246–248 - 300 1000 0, 220, 440
249, 250 - 340 1000 220, 440
251, 252 - 370 1000 220, 440
253, 254 - 383 1000 220, 440
255, 256 - 397 1000 220, 440

Fig. 7 Experimental data from conditions shown in Table 1 are
plotted with empirical lines determined by Jackson and Hall

†10‡ to relate the data to the convection regions

Transactions of the ASME
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ixed convection region. The heat transfer is now susceptible to
uoyancy effects and is dependent on flow direction. In upward
ow, the experimental heat transfer initially falls below that pre-
icted by NuJa. Further increasing the Gr /Re2.7 leads to conditions
here the heat transfer is greater than that predicted by NuJa. In
ownward flow, the heat transfer is better than that predicted by
uJa. The 10−5 criterion limit suggested by Hall �3� was found to

uccessfully identify the boundary between forced and mixed con-
ection heat transfer for the circular annular geometry data. For
he square annular geometry, Fig. 7 shows that all high mass ve-
ocity experiments are in the forced convection region and should
e free of buoyancy effects. The low mass velocity experiments
re mostly in the mixed convection region suggesting that buoy-
ncy effects should be present, even at a low heat flux. Based on
hese results, the heat transfer experiments can be classified as
orced convection �high mass velocity� and mixed convection data
low mass velocity�.

For the high mass velocity data, the Tw and average heat trans-
er coefficient versus bulk enthalpy and temperature along with Tw
redictions using NuJa are plotted in Fig. 8. The large hydraulic
iameter in combination with the mass flux and heat flux results in

ig. 8 Comparison of high mass velocity data with Nusselt
orrelation of Jackson et al. †33‡: „a… wall temperature; „b… heat
ransfer coefficient
small enthalpy rise for a given inlet temperature. This results in

ournal of Heat Transfer
a similar Tb and enthalpy along the heated section for a given set
of experimental conditions. In forced convection heat transfer
�Fig. 8�a��, good agreement is found between the measured data
and that predicted by NuJa for Tb’s spanning the Tpc. The inserted
figure shows that there is a normal Tw distribution successfully
predicted by NuJa. Due to the similarity in the axial heat transfer
coefficient, an average value is used to represent each Tb and heat
flux experiment �Fig. 8�b��. The heat transfer coefficient exhibits
an enhancement in heat transfer at Tb’s near the Tpc and its mag-
nitude depends on the heat flux.

The Tw and heat transfer coefficient versus bulk enthalpy and
temperature along with Tw predictions using NuJa for a low mass
velocity are plotted in Fig. 9. For a heat flux of 440 kW /m2,
severe deterioration represented by large spikes in Tw occurs for
all Tb’s below the Tpc. At a low heat flux, severe deterioration
occurs at a Tb of 370°C; however, based on the buoyancy crite-
rion shown in Fig. 7, deterioration is likely occurring at all but the
highest Tb �393 °C�. The data show that deterioration in heat
transfer is most severe for Tb’s slightly below the Tpc and the
range over which it occurs increases with heat flux. The inserted

Fig. 9 Comparison of low mass velocity data with the Nusselt
correlation of Jackson et al. †33‡: „a… wall temperature and „b…
heat transfer coefficient
figure exemplifies the fact that standard Nusselt correlations are
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ot able to capture the large localized Tw spikes seen in buoyancy-
ffected flows. Figure 9�b� shows that, in addition to the localized
eduction in heat transfer, the heat transfer coefficient is dependent
n the heat flux, similar to the high mass velocity data.

For the data presented in Table 1, the water was seeded with
�m diameter aluminum oxide particles as required for the LDV

easurements. The effect of seeded particles on deteriorated heat
ransfer was investigated at a pressure of 25 MPa, a mass flux of
90 kg /m2 s, a bulk inlet temperature of 175°C, and a heat flux
f 440 kW /m2. The particle concentration was altered from ap-
roximately 0 to 4�10−3% resulting in data rates up to 1 kHz.
here was no measurable difference in heat transfer at these con-
itions. No seeding particle effects were measured until much
ater, when an experiment was performed at a similar set of con-
itions, but at a Tb=300°C.

It was found that at Tb’s �300°C, a noticeable but very thin
oating of particles would build up on the heated section of the
eater rod over a time period of approximately 6 h. In addition,
lose inspection of the heater rod revealed several spots of small
ut visible particle agglomerations with coating patterns, indicat-
ng induced turbulence several centimeters in length along the
ownstream side of their location. Based on the observed effects,
here does not appear to be an enhancement in heat transfer simi-
ar to that seen in fluids seeded with nanometer-sized particles
28�. Ultimately, it was found that for Tb’s �300°C, small
mounts of particles resulting in data rates less than �300 Hz
ould be added to the water without altering the heat transfer.
dditionally, the heater rod was routinely wiped down to remove

ny particle buildup.
Regardless of the addition of particles to the water, the heat

Fig. 10 Forced convection results
Left figures: Normalized LDV data.
simulated with FLUENT. Right figure
transfer coefficient.
ransfer data presented here are consistent with the results found

72502-8 / Vol. 131, JULY 2009
in the circular annular geometry data presented in Ref. �21�. What
follows is the results and discussion of this heat transfer data
coupled with CFD simulations and mean and turbulent velocity
measurements.

4.2 Forced Convection Heat Transfer. The experimentally
measured heat transfer coefficients and mean and turbulent veloci-
ties, along with fluid properties simulated with the CFD code
FLUENT, are shown in Figs. 10 and 11 for the high mass velocity
data. For each Tb �vertical axis of rightmost plot�, the average
axial heat transfer coefficient �right plot� is shown along with the
radial plots of the normalized physical properties �middle col-
umn� and normalized mean and turbulent velocities �left column�
at an axial position of 0.5 m downstream from the beginning of
the heated section. The simulated properties use the assumption
that the temperature varies linearly between the wall and the first
mesh node from the wall. For each heat flux and Tb case, the
properties �Cp, 	, k, and �� are normalized with their maximum
value in the temperature range investigated �300–430°C�. For
both heat flux cases, the mean and turbulent velocities are normal-
ized with their maximum value found in the low heat flux case.
The scalings for the Um, urms, and vrms occupy the left axis while
the uv scale occupies the right axis. The radial scaling of the fluid
properties and turbulence in Fig. 10 allows for visualization of the
bulk flow, while Fig. 11 shows the same data with a log scale to
emphasize the near wall region.

For a Tb=300°C, the heat transfer coefficient is independent of
heat flux. This is a typical characteristic of constant property heat
transfer data. From the radial fluid property plots, it is evident that
at this Tb the properties are not varying significantly in the bulk or

a linear scale for view of bulk flow.
dle figures: Normalized properties
verage of measured integral heat
on
Mid
: A
near wall region. Additionally, there are no measurable differences
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n the bulk or near wall region for the measured quantities Um,
rms, vrms, or uv. At a Tb=340°C, the heat transfer coefficient is
till independent of heat flux, but changes in the near wall prop-
rties are beginning to develop.

For a Tb=370°C, there is no difference in the average heat
ransfer coefficient for the heat flux cases shown even though the
adial profile of the cp varies differently for each. Jackson �6�
uggested that the viscosity and conductivity likely only play a
mall role in the heat transfer. While a reduction in � reduces the
hickness of the conduction layer, this is associated with a reduc-
ion in k increasing the thermal resistance. In the circular annular
ata presented earlier in Ref. �21�, there was a significant depen-
ence of the heat transfer coefficient at higher heat fluxes. It is
ommonly stated that increasing the heat flux reduces the en-
ancement, but this is not always true for when the Tb�Tpc. For
xample, at a Tb=370°C and a low heat flux, the Tw is still well
elow the Tpc. As the heat flux is increased, the near wall fluid
emperature increases toward the Tpc, causing the cp of the near
all fluid to increase. This allows the near wall fluid to absorb
ore energy for a given temperature increase. This results in a

eduction in the temperature difference between the wall and the
ulk, and hence an increased heat transfer coefficient. For the
xperimental conditions investigated here, the range of heat flux
or which this occurs is small. Further increasing the heat flux
roduces enough energy input to overcome the large values of cp,
esulting in a temperature gradient that spans the Tpc. As a result
he cp peak becomes localized within the fluid, causing a reduc-
ion in the integrated effect of the cp and hence the heat transfer
oefficient. Upon close inspection, these effects can be seen in

Fig. 11 Forced convection results o
gion. Left figures: Normalized LDV d
ties simulated with FLUENT. Right figu
transfer coefficient.
revious integral heat transfer experiments �5�. The two heat flux

ournal of Heat Transfer
cases studied here produce a similar integrated effect of the cp.
Based on this description, a reduction below 220 kW /m2 or in-
crease above 440 kW /m2 would cause a reduction in heat trans-
fer at a Tb of 370°C. Despite the significant changes in the prop-
erties, there are again no measurable changes in the mean velocity
or turbulence profiles. This suggests that the radial changes in
density do not play a significant role in the velocity and turbu-
lence in forced convection heat transfer. This also suggests that
the changes in the specific heat do not play a role in the velocity
and turbulence, even though it does affect the overall heat transfer.
It can also be seen that as the Tb increases there is a reduction in
the range in which turbulence measurements can be made near the
heated wall region. This inability to acquire data in the near
heated wall region is likely due to the changes in the fluid density.
This could result in a reduction in the seeding density and/or
index of refraction changes causing the beam crossing to be
decoupled.

The reduction in enhancement with an increase in heat flux is
always true for cases where the Tb�Tpc. The reason for this can
be seen in the property plot shown for the 397°C case. Since the
Tb of the fluid has passed beyond the Tpc, the highest cp will
always be in coolant away from the heated wall, since any in-
crease in heat flux will reduce the cp in the near wall region. The
integrated effect of the cp can be estimated to be about 20% higher
for the low heat flux case. Again, there are no measurable differ-
ences in velocity or turbulence.

The Tb at which the largest enhancement occurs will be depen-
dent on the Reynolds number and heat flux and be located at a Tb
slightly below the Tpc. Of the Tb’s investigated, the largest heat

a log scale for view of near wall re-
. Middle figures: Normalized proper-
Average of measured integral heat
n
ata
re:
transfer coefficient was located at 382°C. The large values of cp
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n the near wall and bulk regions are well depicted in the property
lots. Despite the variability in the properties, there are again no
easurable changes in mean and turbulent velocities. The results

resented here strongly support that it is the cp that influences the
eat transfer coefficient at high mass velocities.

4.3 Mixed Convection Heat Transfer. Plots similar to Fig.
1 were created for the low mass velocity data �Fig. 12�. For each
b �far right scale� a plot of the axial Tw profile �right column� is
isplayed along with the radial plots of the normalized physical

roperties �middle column� and normalized Ū �left column� at an
xial position of 0.5 m. The mean axial velocities are normalized
ith the mean isothermal bulk velocity. At temperatures above
00°C, the isothermal velocity measurements were not possible
o the normalized isothermal case measured at 300°C is plotted
or higher temperature cases as an estimate. Because CFD simu-
ations are not capable of accurately simulating the mixed convec-
ion experiments performed here, the radial property information
as based on the measured bulk and Tw. The scaling from the

nner wall to the outer wall was approximated with a linear scal-
ng of constant increments of enthalpy. This scaling gives an ap-
roximate log scaling of the properties. Comparing this method
ith the FLUENT simulations for the high mass velocity data sug-
ests that this is a reasonable approximation. For each heat flux
nd Tb case, the properties �Cp, 	, k, and �� are normalized with
heir maximum value in the temperature range investigated
175–600°C�.

The deterioration in heat transfer is easily recognized for the
igh heat flux case for a Tb=175°C. The Tw increases up to

Fig. 12 Mixed convection results o
gion. Left column: Normalized LDV d
malized property profiles based on
Axial wall temperature distribution.
376°C at 0.2 m and then begins to decrease to a minimum of

72502-10 / Vol. 131, JULY 2009
�300°C at 0.6 m. Following this, the Tw begins to increase again.
The low heat flux case exhibits a similar but less pronounced Tw
profile with the peak reaching 256°C at an axial location slightly
less than 0.5 m. Based on Jackson’s criterion, buoyancy effects
due to radial gradients in density are present for both heat flux
cases. The estimated radial density profiles show that this is true at
the location of the LDV measurements. The buoyancy forces act-
ing on density profile cause an increase in the velocity in the near
wall region. This causes the peak velocity to shift toward the
heated wall and increase in magnitude relative to the isothermal
profile.

At a Tb=250°C, a similar Tw profile is seen for both heat fluxes
compared with the case where the Tb=175°C. This is especially
interesting for the higher heat flux case since the maximum Tw
reaches 426°C, exceeding the Tpc. This means that the fluid tem-
perature radially spans the Tpc for some portions of the axial
heated length. For a Tb=175°C, the Tw never exceeded �376°C.
In fact, a very similar profile in heat transfer is seen at all Tb’s,
with the only difference being the severity. For mild cases of
deterioration, the peak in Tw occurs further downstream. An in-
crease in severity causes the peak to increase and shift upstream.
This effect has been seen in previous experiments by Watts �29�.

Trends in the axial Tw and Um �especially for the Tb=175 and
250°C� suggest that a similar deterioration process occurs regard-
less of whether or not the Tw exceeds the Tpc. To understand this,
it is again assumed that the conductivity and viscosity effects
cancel. While a radial density gradient is seen for both Tb=175
and 250°C, the 250°C case sees a large variation in the cp in

log scale for view of near wall re-
. Middle column: Estimation of nor-
easured Tb and Tw. Right column:
n a
ata
m

some portions of the flow. The reason the cp may not play an
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mportant role in deterioration is that the temperature gradient is
arge between the bulk of the flow and the wall; thus the inte-
rated effects of the cp are small.
The axial velocity data in Fig. 12 show that both an increase in

eat flux and an increase in the Tb decreases the range in which
DV measurements can be acquired. Because of this, a detailed
nalysis is given for the isothermal and 220 kW /m2 case when
he Tb=175°C so that changes in the turbulence causing deterio-
ation can be understood. While only this case is shown here,
etailed data are available for all Tb’s. Figure 13 shows the mea-
ured Um, urms, vrms, and uv profiles radially from the heater rod to
he outer window at an axial location of 0.5 m. From these data,
he turbulence production �uv · �dUm /dR�� and the turbulent diffu-
ivity �uv / �dUm /dR�� profiles can also be calculated. These data
ere collected at the same conditions as the data plotted in Fig. 12
ith the exception that an extra effort was given to increase the
umber of radial measurements and data collection times were
xtended to reduce measurement uncertainty in the near wall re-
ion. Additionally, a FLUENT simulation was used to estimate a
adial temperature profile for a similar Tb and Tw when a heat flux
s present. From this, a beam-tracing program was used to correct
he radial scaling of the data, which is effected by radial changes
n the index of refraction.

Because water has constant properties for the isothermal case,
he shape of the Um profile on a log scale indicates the important
egions defined in nondimensional scaling �30� �Fig. 13�a��. The
oundary between the law of the wall region and the buffer layer
s at y+�30 while the nearest wall measurement is at y+�8, very

Fig. 13 Detailed LDV measuremen
flux conditions at an axial location of
and 308 kg/m2 s
ear the boundary between the buffer layer and viscous sublayer.

ournal of Heat Transfer
When deterioration is present, buoyancy effects have increased
the Um in the near wall region relative to the isothermal case. Very
similar changes in turbulent velocities occur, as seen in Figs.
13�b�–13�d�. Turbulence values in the bulk of the flow are in-
creased above the isothermal case. Moving toward the inner wall,
turbulence values become lower than the isothermal case. In the
very near wall region, the turbulence values again increase above
the isothermal values.

To better understand the physical importance of these trends,
the turbulent production and turbulent diffusivity of momentum
are shown in Figs. 13�e� and 13�f�. In the very near wall region
�0�0.5 mm�, the turbulent production and diffusivity are equal
to or greater than the isothermal case. In nondimensional units,
this occurs out to a distance of y+�50. Further out into the flow,
the values are less than the isothermal case. Each figure is missing
a data point at �2 mm from the inner wall. This is due the fact
that the uv and velocity gradient used in the calculation are essen-
tially zero; this in addition to the associated uncertainties results in
an erroneous data point. Progressing further into the bulk of the
flow, the values are again larger than in the isothermal case. The
effects on the diffusion of momentum are also likely happening to
the diffusion of heat. The turbulent Prandtl number is defined as
the ratio of the diffusivity of momentum and heat and is typically
assumed to be about 1. Recent measurements by Kang et al. �24�
suggest that this assumption holds true for variable property heat
transfer. This means that both the diffusivity of momentum and
heat are reduced during deterioration at radial position equivalent
to what is the law of the wall region for isothermal flow. This

omparing isothermal and low heat
m for conditions of 175°C, 25 MPa,
ts c
0.5
means the energy in the very near wall region cannot be diffused
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ut to the bulk of the flow. While the difference between the
eteriorated and isothermal case is not large, it must be remem-
ered that the measurements are made at an axial location where
he heat transfer is beginning to improve and the Tw is starting to
ecrease.

While it is possible to make measurements at different axial
ocations, this work has not yet been carried out. However, for this
simple” case of deterioration where the property variations are
mall, FLUENT can be used to better understand the LDV measure-
ents and the deterioration process. At this time, simulations with

n enhanced wall treatment were not successful so the simpler
tandard wall function method was used with the Reynolds stress
odel. Figure 14 compares the experimental Tw profile with the

LUENT results for a similar set of conditions �G=290 kg /m2 s,
b=175°C, and Q�=220 kW /m2�. FLUENT comes close to pre-
icting the Tw variation; however, the location of the maximum
w is shifted downstream from the measured results and the re-
overy of heat transfer after the temperature peak is not as dra-
atic in the simulation. The simulation also shows the start of a

econd increase in Tw.
The mean and turbulent velocity data were measured at an axial

ocation of 0.5 m, which is slightly downstream of the measured
eak in Tw. Thus the experimental data approximately correspond
o the FLUENT results at an axial location 0.7 m, which is a similar
ocation with respect to the Tw profile. It turns out that there is
ery good qualitative agreement in trends when comparing FLU-

NT results with velocities and turbulence shown in Fig. 13. The
xperimental data and the simulations show that buoyancy effects
ause a significant reduction in turbulence values at a radial loca-
ion similar to what is the law of the wall region for isothermal
ow. This causes a reduction in the diffusivity of momentum and
eat, preventing the transport of thermal energy from the near wall
egion to the bulk of the flow.

Further insight of the deterioration process can be gained by
nvestigating the evolution of the turbulence along the heated sec-
ion. Figure 15�a� shows the axial Tw as predicted by FLUENT. In
ncrements of 0.2 m, the vertical lines represent the location where
adial plots of fluid temperature, Um, uv, and turbulent diffusivity
re shown.

The fact that deterioration occurs in mixed convection heat
ransfer is quite clear when considering simulations of the turbu-
ence evolution along the heated wall in Fig. 15. The process can
e broken up into three parts.
First part. As the fluid enters the heated section, the near wall

uid begins to increase in temperature. This increase in tempera-
ure is associated with a decrease in density. Because the near wall
ensity is lower than the density of the fluid in the bulk of the
ow, the near wall velocity begins to increase due to buoyancy
orces. This initially forms a flatter velocity profile, meaning that

ig. 14 Comparison of the measured and simulated wall tem-
erature profile exhibiting a relatively small spike in wall

emperature
he velocity gradient is moved to the very near wall region where

72502-12 / Vol. 131, JULY 2009
molecular viscosity effects dominate. The lack of velocity gradi-
ent in the typical law of the wall region drastically reduces the
diffusion of momentum and heat to the bulk of the flow, causing
the wall and near wall fluid to further increase in temperature,
further increasing the density difference. The axial evolution of
the fluid temperature profile �from 0.2 m to 0.4 m� indicates that
as the turbulent diffusion is reduced, the temperature within
�1.1 mm increases while the bulk fluid remains a similar tem-
perature. The evolution of the axial Tw is initially a self-induced
growth in deterioration.

Second part. As the wall and near wall fluid temperatures in-
crease and buoyant forces further act on the fluid, the peak veloc-
ity increases and shifts toward the heated wall. The velocity gra-
dient between �1 mm and 4 mm goes from a flattened profile at
axial position of 0.2 m to a profile with a significant increase in
velocity gradient at 0.6 m. This transition causes the diffusion in
the bulk of the flow to increase and expand into the near wall
region. The increased diffusion allows the energy to be removed
from the near wall region causing the wall and near wall fluid
temperatures to decrease and the bulk fluid temperature to in-
crease �temperature profile at 0.6 mm and 0.8 mm�. As a conse-
quence, the density difference between the inner and outer walls
decreases, reducing the buoyancy force. As the peak velocity de-
creases and shifts away from the inner wall, the diffusivity will
begin to decrease again, although its changes lag behind the
changes in the velocity gradient. This decrease in diffusivity will
again cause the Tw to increase, explaining the oscillatory shape of
the Tw for both simulation and experiment. For large hydraulic
diameter experiments, the Tb is not increasing significantly so
these oscillatory changes in velocity gradient and diffusivity could
continue in the axial direction. This type of Tw profile can be seen
in experiments by Kenning et al. �31�.

Third part. The radial gradient in density is lost as the bulk fluid
temperature passes through the Tpc. The loss of density difference
forces the velocity gradient to pass through a flattened profile to
reach a velocity profile similar to that seen in isothermal flow.
Thus it would be expected to see a Tw increase due to this effect.
In an experiment performed by Hall et al. �32�, a large localized
spike in Tw occurred near the beginning of the heated section.
Following this, as the bulk carbon dioxide temperature ap-
proached the Tpc, a more broadly shaped Tw increase was seen.
Burke and Pulling �13� measured a similar Tw profile but also
measured radial Um profiles at several axial locations. The initial
increase in Tw was caused by a flattening in the Um gradient �first
part� followed by a recovery in the heat transfer as the peak in the
Um increased and shifted toward the heated wall �second part�. As
the bulk fluid temperature increased toward the Tpc, a more
gradual decrease in the heat transfer coefficient was observed and
is associated with a transition of the Um back to the typical profile
seen in isothermal flow �third part�.

Jackson et al. �33� used the LDV technique to measure turbu-
lence characteristics in low-pressure water flowing through an an-
nular geometry in which heat transfer on the inner wall exhibited
deterioration. The trends found in the study of Jackson et al. �33�
are very similar to the results presented in this paper, with the
exception that when a heat flux was imposed on the fluid, their
measured turbulence values decreased relative to the isothermal
case in the entire near wall region. Wang et al. �34� performed
CFD simulations of mixed convection heat transfer to air in a
vertical plane passage and found results similar to that of Jackson
et al. �33�. However, because of the properties of the fluids used in
both of these studies, much lower Reynolds numbers were needed
to cause deterioration. The Reynolds number of Jackson et al. �33�
ranged from 2000 up to 12,000 compared with a Reynolds num-
ber of 35,000 presented in Fig. 13. This small discrepancy in
turbulence trends may be simply due to the Reynolds number.
While the molecular viscosity dominates in the near wall region, it
appears that at higher Reynolds numbers the turbulent transport

may be of some importance.
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Conclusions
Forced convection heat transfer occurs at relatively high mass

elocities where the Gr /Re2.7�10−5. At these conditions, the Nu
orrelation of Jackson et al. �33� is capable of adequately predi-
ating the measured wall temperatures.

The heat transfer coefficient exhibits an enhancement in heat
ransfer for bulk temperatures near the pseudocritical temperature.
he magnitude of the enhancement is dependent on the heat flux.
No significant changes in the mean or turbulent velocity pro-

les were measured with changes in the applied heat flux.
FLUENT simulations were used to produce radial profiles of the

uid properties. Changes in the integrated effect of the specific
eat were used to explain changes in the heat transfer coefficient
ue to changes in the applied heat flux.

Mixed convection heat transfer occurs at relatively low mass
elocities where the Gr /Re2.7�10−5. At these conditions, stan-
ard Nu correlations are not able to predict localized spikes in
all temperature seen in experimental measurements.
Measurements of mean axial velocity profiles and axial wall

emperature distributions show similar deterioration profiles re-
ardless of whether the wall temperature exceeds the pseudocriti-
al temperature or not.

Detailed mean and turbulent velocity measurements show that

Fig. 15 Simulated evolution of the w
eters at different axial positions; spa
process
he turbulence, diffusivity of momentum, and likely the diffusivity

ournal of Heat Transfer
of heat are reduced during deterioration at a radial position
equivalent to what is the law of the wall region for isothermal
flow.

For the simple case of deterioration investigated in detail, FLU-

ENT simulations offered qualitative insight into changes in fluid
temperature and turbulent velocities responsible for the axial evo-
lution of the wall temperature.
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Nomenclature
A 
 fitting parameter �m−4�
B 
 fitting parameter �m−5�
cp 
 specific heat �J /kg K�
d 
 hydraulic diameter �m�
e 
 bias in MV location �m�

G 
 mass flux �kg /m2 s�
g 
 gravity �m /s2�

Gr ¯ 3 2

temperature and turbulence param-
ng the evolution of the deterioration
all
nni

 Grashof number, �	b−	�d g /	�
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G

S

R

0

h 
 heat transfer coefficient �W /m2 K�
i 
 enthalpy �J/kg�
k 
 thermal conductivity �W /m K�
L 
 heated length �m�
N 
 number

Nu 
 Nusselt number
Pr 
 average Prandtl number,

�iw− ib /Tw−Tb���b /kb�
Q� 
 heat flux �W /m2�
R 
 radius �m�

Re 
 Reynolds number
T 
 temperature �°C�

U ,V 
 velocity, axial, radial �m/s�
U� 
 friction velocity �m/s�

u ,v ,w 
 fluctuating velocity; axial, radial, azimuthal
�m/s�

uv 
 turbulent shear stress �m2 /s2�
X 
 �wo /�wi
y+ 
 nondimensional distance, U��R−Ri� /�

reek Symbols
� 
 dynamic viscosity �kg /m s�
	 
 density �kg /m3�
	̄ 
 average density, �1 / �Tw−Tb��	Tb

Tw	dT �kg /m3�
� 
 percent error, uncertainty divided by the mean

�100 �%�
� 
 shear stress �kg /m s2�
� 
 kinematic viscosity �m2 /s�

ubscripts
b 
 bulk

exp 
 experiment
i 
 inner wall

Ja 
 Jackson
m 
 mean
o 
 outer wall

pc 
 pseudocritical temperature
rms 
 root mean square

w 
 wall
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Natural Convection in an
Anisotropic Porous Enclosure Due
to Nonuniform Heating From the
Bottom Wall
A comprehensive numerical investigation on the natural convection in a hydrodynami-
cally anisotropic porous enclosure is presented. The flow is due to nonuniformly heated
bottom wall and maintenance of constant temperature at cold vertical walls along with
adiabatic top wall. Brinkman-extended non-Darcy model, including material derivative,
is considered. The principal direction of the permeability tensor has been taken oblique
to the gravity vector. The spectral element method has been adopted to solve numerically
the governing conservative equations of mass, momentum, and energy by using a stream-
function vorticity formulation. Special attention is given to understand the effect of an-
isotropic parameters on the heat transfer rate as well as flow configurations. The nu-
merical experiments show that in the case of isotropic porous enclosure, the maximum
rates of bottom as well as side heat transfers (Nub and Nus) take place at the aspect ratio,
A, of the enclosure equal to 1, which is, in general, not true in the case of anisotropic
porous enclosures. The flow in the enclosure is governed by two different types of con-
vective cells: rotating (i) clockwise and (ii) anticlockwise. Based on the value of media
permeability as well as orientation angle, in the anisotropic case, one of the cells will
dominate the other. In contrast to isotropic porous media, enhancement of flow convec-
tion in the anisotropic porous enclosure does not mean increasing the side heat transfer
rate always. Furthermore, the results show that anisotropy causes significant changes in
the bottom as well as side average Nusselt numbers. In particular, the present analysis
shows that permeability orientation angle has a significant effect on the flow dynamics
and temperature profile and consequently on the heat transfer rates.
�DOI: 10.1115/1.3089545�

Keywords: anisotropic porous medium, non-Darcy model, nonuniform heating, spectral
element method
Introduction
A great deal of research activity in physics has recently been

ocused on transport in porous media �1,2� because the theory of
orous media �3� includes several unsolved problems in the engi-
eering and applied sciences ranging from contaminant transport
4�, paper manufacturing �5�, geophysics, and petroleum engineer-
ng �6� to marine science �7�. Understanding the dynamical evo-
ution of fluid through porous media, due to natural convection,
as received a considerable attention from many researchers and
s amply documented in the review work of Nield and Bejan �8�.

In the framework of the present paper, we refer to the literature
ertinent to free convection in a cavity filled with a porous me-
ium, whose four walls have different temperatures or heat fluxes
9–11�. In the broad sense, the above class of problem can be split
nto two major categories: �i� with uniform boundary conditions
nd �ii� with nonuniform boundary conditions. The former type of
roblems has been studied extensively by many researchers
12,13� in isotropic porous media. Except in few papers �14–19�,
n spite of wide applications in transport of contaminant in satu-
ated soils, migration of moisture in fibrous insulation, and nutri-
nt transfer in sea-bed, natural convection in anisotropic porous
edium has not received much attention.

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received March 26, 2008; final manuscript re-
eived December 3, 2008; published online May 4, 2009. Review conducted by

amal Seyed-Yagoobi.

ournal of Heat Transfer Copyright © 20
Degan et al. �16� summarized an analytical and numerical study
of natural convection in a rectangular cavity filled with a porous
medium, where the medium was assumed to be both hydrody-
namically and thermally anisotropic. They reported that the heat
transfer rate is maximum �minimum� when the porous matrix is
oriented with principal axis and with higher permeability parallel
�perpendicular� to the vertical direction and also found that large
thermal conductivity ratio causes a higher flow intensity but a
lower heat transfer. A more detailed investigation on the effect of
anisotropy �hydrodynamically as well as thermally� on the natural
convection was given by Degan and Vasseur �16� while studying
the heat transfer and fluid flow in a vertical slot. It has been found
that both permeability ratio and inclination angle of principal axes
have a strong influence on the flow structure and the heat transfer
rate. Similar results are also reported by Dhanasekaran et al. �17�,
while studying the natural convection in a cylindrical enclosure.
However, the effect of anisotropy on the thermosolutal natural
convection in the cavity was investigated by Bera et al. �18�. They
found the significant influence of media anisotropy on the flow
rate and, consequently, on the heat and mass transfer mechanisms
for both buoyancy assisted and opposed cases. Further extensive
study on double-diffusive buoyancy opposed natural convection in
the cavity by Bera and Khalili �19� reports the existence of mul-
tiple steady solutions as well as oscillating unsteady solution in
certain range of controlling parameters.

The comprehensive literature review on the above defined sec-
ond category of natural convection in the enclosure shows that in

fluid environments, a good number of papers �20–22� are avail-
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ble. However, in porous media very few investigations on natural
onvection with nonuniform boundary conditions have been re-
orted �e.g., Refs. �23–25��.
Using Darcy model, Saeid �23� studied the natural convection

n a porous cavity, in which one of the vertical walls is heated
onuniformly �spatial sinusoidal� and the other is cooled uni-
ormly. He investigated the effect of amplitude on the bottom wall
emperature variation and the heat source strength for Ra in the
ange �20, 500� and found that the average Nusselt number �Nu�
ncreases when the length of the heat source or amplitude of the
emperature variation increases.

Basak et al. considered the similar problem in the square cavity
ith the different boundary conditions: uniformly and nonuni-

ormly heated bottom walls and adiabatic top wall along with
niformly cooling vertical walls. They used the non-Darcy model.
heir comparative study revealed that nonuniform heating of the
ottom wall produces higher heat transfer rate at the center of the
ottom wall than the uniform heating case for the entire range of
ayleigh number mentioned in Ref. �24�. Also the overall heat

ransfer rate for nonuniform heating case is lower than the uni-
orm one. In the same geometry, Zahmatkesh �25� reported the
mportance of thermal boundary conditions of the heated/cooled
alls in heat transfer and entropy generation characteristics in the

sotropic porous medium.
The present paper extends the work of Basak et al. �24� by

ntroducing anisotropy of the porous media. The non-Darcy–
rinkman-extended model has been adopted to simulate the mo-
entum transfer in the porous medium. The spectral element
ethod �SEM� �26,27� has been used to solve the governing mass

onservation, momentum, and energy equations by using the
orticity-stream-function approach.

Mathematical Formulation
We consider a two dimensional fluid saturated porous medium

nclosed in a rectangular cavity of length L and height H, as
hown schematically in Fig. 1. It is assumed that the bottom wall
s heated nonuniformly, while the top wall is insulated and vertical
alls are cooled at constant temperature. The medium is aniso-

ropic in permeability, which may be the consequence of a pref-
rential orientation or asymmetric geometry of the grain in the
eothermal system �28–31�. The second order permeability tensor,

� , is diagonal in the �ox� ,oy�� coordinate system with the diago-
al components, Kx� and Ky�, respectively. Since the medium is
nisotropic, diffusion properties are also anisotropic in nature
28,32�. However, because our main focus is on the influence of

x, u

y,
v

T1 T1

T2 T1 T1( − ) sin(π +x/L)

Ky
*

Kx
*

x*
y*

o
φ

H

L
Anisotropic Porous

Media

ig. 1 Schematic of the dimensional physical problem
onsidered
nisotropic media permeability on the heat transfer rates in the
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cavity in order to reduce the number of influencing parameters,
isotropic effective thermal diffusivity is considered. We assume
that the physical situation is described by local equilibrium model
equations. The thermophysical properties of the fluid are assumed
to be constant except for the density dependence of the buoyancy
body-force term in the momentum equation, which is satisfied by
the Boussinesq approximation. Also internal radiation in the po-
rous media is neglected due to low absolute temperature in the
cavity. The governing equations for the steady-state flow as well
as heat transfer in the Cartesian coordinate system �x ,y� are given
by

� · V = 0 �1�

�V · ��V = −
1

�
� p + ��2V −

�

K�
V − �gQ �2�

V · �T = �e�
2T �3�

� = �0�1 − �T�T − T1�� �4�

with the boundary conditions

u�0,y� = u�L,y� = u�x,0� = u�x,H� = 0

v�0,y� = v�L,y� = v�x,0� = v�x,H� = 0

T�x,0� = �T2 − T1�sin��x

L
� + T1

T�0,y� = T�L,y� = T1

�T

�x
= 0 at y = H

In the above equations, V�u ,v�, p, T, �e, and � are the flow
velocity, pressure, temperature, effective thermal diffusivity, and

fluid density, respectively. The permeability tensor, K� , is defined
as

K� = Kx��a c

c b
�

with

a = K� sin2 � + cos2 �, b = K� cos2 � + sin2 �,

c = �1 − K��sin � cos �

where � is the orientation angle. Using nondimensional quantities
X=x /L, Y =y /L, U=Lu /�e, V=Lv /�e, P=pL2 /��e

2, and �= �T
−T1� / �T2−T1�, the above differential equations can be written as

�U

�X
+

�V

�Y
= 0 �5�

U
�U

�X
+ V

�U

�Y
= −

�P

�X
+ Pr��2U� −

Pr

Da
�bU − cV� �6�

U
�V

�X
+ V

�V

�Y
= −

�P

�Y
+ Pr��2V� −

Pr

Da
�− cU + aV� + Ra Pr �

�7�

U
��

�X
+ V

��

�Y
=

�2�

�X2 +
�2�

�Y2 �8�

where Ra, Da, K�, A, and Pr are the Rayleigh number, Darcy
number, permeability ratio, aspect ratio, and Prandtl number, re-
spectively.

The momentum equations �6� and �7� may be rewritten in terms

of dimensionless vorticity, ���, and stream function, 	, as
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U
��

�X
+ V

��

�Y
= Pr��2�� +

Pr

Da
�b

�2	

�Y2 + 2c
�2	

�X � Y
+ a

�2	

�X2�
− Ra Pr

��

�X
�9�

here

� 	
�U

�Y
−

�V

�X
= −

�2	

�Y2 −
�2	

�X2

e can obtain 	 from � by solving the Poisson equation

�2	 = − � �10�
he nondimensional boundary conditions over the walls of enclo-
ure are

	 = 0, � = 0, and � = −
�2	

�X2 at X = 0

	 = 0, � = 0, and � = −
�2	

�X2 at X = 1

	 = 0, � = sin��X�, and � = −
�2	

�Y2 at Y = 0

	 = 0,
��

�Y
= 0, and � = −

�2	

�Y2 at Y = A

he rates of heat transfer �Nusselt number �Nu�� along the side as
ell as bottom walls are determined from the temperature field.
he average side and bottom Nusselt numbers, respectively, Nus
nd Nub, are defined as follows:

Nus =
1

A
0

A �−
��

�X
�

X=0

dY �11�

Nub =

0

1 �−
��

�Y
�

Y=0

dX �12�

e compute the above integrals in Eqs. �11� and �12� by using
hebyshev–Gauss–Lobatto integration.

2.1 Numerical Solution. The governing partial differential
quations �8�–�10�, along with hydrodynamic and thermal bound-
ry conditions, are solved by the SEM. In the spectral element
ethod, the computational domain is broken into a number of

lements, and within each element the dependent variable is rep-
esented as a high-order Lagrangian interpolant in terms of
hebyshev polynomials; the coefficients of which are related to

he function values at the Gauss–Lobatto–Chebyshev collocation
oints. The main advantages of this method are �i� great precision;
ctually, the approximation error size is only limited by the regu-
arity of the exact solution, and �ii� flexibility in handling complex
eometry. The details of this technique and its implication can be
ound elsewhere �18�. To solve the above governing equations
8�–�10�, using spectral element method, a pseudotransient term
�
 /�t� of the corresponding field variable is added in each equa-
ion. Then this pseudotransient Cauchy–Kowalewski form of vor-
icity, stream, and energy equations is discretized by a semi-
mplicit discretization in which a first-order finite-difference
pproximation, with time step �t, is used for the time derivative,
he Laplacian term is treated implicitly �using unknown values at
ime step n+1�, and all other terms are treated explicitly �using
nown values at time step n�. The time discretized form of the
esulting equations is given by a Helmholtz equation of the form

�2
�n+1� − �

2
�n+1� = f


�n� �13�

here 
 may represent any one of the fundamental field variables

� ,	 ,��. Both terms on the left side of Eq. �13� contain unknown

ournal of Heat Transfer
values of 
 at the new time step �n+1�, while the forcing function
f
 on the right hand side is evaluated using previous values.

The solution procedure is given as follows.

1. Specify the initial guess for the temperature, vorticity,
stream-function, and velocities, n=0.

2. Solve the energy equation for �n+1�th time step.
3. Solve the vorticity equation for �n+1�th time step.
4. Solve the stream-function for �n+1�th time step.
5. Compute the velocity field and velocity gradient in the so-

lution domain and vorticities at the boundaries.
6. Check the convergence by the criterion

�rms =
��

i=1

Ntotal

�
i
n+1 − 
i

n�2

Ntotal
 ��� �14�

update the variables, i.e., 
n←
n+1, for all variables.

Steps 2–6 are repeated until this convergence condition is sat-
isfied by all variables, 
.

It has been found that for a single iteration �from Steps 1–6� the
real and user times by Hp-Compaq �dx 2280 MT� are 0 m:24.002
s and 0 m:23.057 s, respectively, when the order of Chebyshev
polynomials �N ,M� is �10,10� and the number of elements
�NX ,MY� is �3,3�. As the order of polynomials �N ,M� is changed
from �10,10� to �9,9� and the number of elements in the domain is
fixed as above, the real as well as user times are reduced to 0
m:10.652 s and 0 m:10.233 s, respectively.

2.2 Validation of Numerical Solution. The validation of our
numerical simulation was shown in two ways. First, the indepen-
dence of the solution was examined for variation in grid size by
changing order of polynomials �N ,M� in the X and Y directions in
each element. We have also made a rigorous numerical experi-
ment on the number of elements �NX ,MY� along X and Y direc-
tions and chosen the best possible one. Second, results of our
special case are compared with the published one.

For the grid independency we have taken different orders of
polynomial ranging from 7 to 12 in spectral approximation to find
the average Nusselt number at Ra=106, Da=10−4, K�=1 and 5,
A=1.5, and �=45�, which is depicted in Table 1. It can be seen
that by changing the order of polynomial from 7 to 9, the average
Nusselt numbers �Nub as well as Nus� change from second deci-
mal onward. As the order of polynomial in the approximation is
increased from 10 to 12, the results remain consistent, and the
accuracy also improved for both isotropic �K�=1� and anisotropic
�K�=5� cases. Therefore, for the entire numerical computation
presented here, �10,10� is considered as the order of polynomials
�N ,M� in the X and Y directions in each element. From the same
table it can also be observed that �3,2� is the best choice of the
number of elements �NX ,MY� for A=1.5. In comparison with pub-
lished results of Lauriat and Prasad �33� in which they also used
the same Brinkman-extended non-Darcy model without Forchhe-
imer term, we have modified our problem by changing boundary
conditions suitably. As can be seen from Table 2, the agreement is
good. These tests provide a strong validation of our numerical
results.

3 Results and Discussions
When media anisotropy is taken into account, the number of

governing flow parameters increases drastically compared to an
isotropic medium. In the present case, the parameters are K�, �,
and Da. In addition, the problem depends on parameters such as
aspect ratio A, Prandtl number Pr, and Rayleigh number Ra.

A rigorous numerical experiment is made to study the effect of
different controlling parameters on the average side as well as

bottom wall heat transfer rates of the cavity filled with an aniso-
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„a… K =1, „b… K =0.5, and „c… K =5 when Da=10 and �=45
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tropic porous medium in terms of Nusselt number. From our nu-
merical experiments it has been found that the effect of Prandtl
number, Pr, is negligible when Ra Da�100 �results are not
shown here�, which in turn says that the role of nonlinear �V ·��V
term in the model equation �2� is not significant for the set of
parameters chosen here. That is why, in this study, we have fixed

A
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Ra.Da = 100
Ra.Da = 10
Ra.Da = 1

* = 0.5

us… as a function of aspect ratio for different values of Ra:

b as well as Nus… on the number of grid points
and �=45 deg…

N�M Nub Nus

7�7 2.252 0.967
8�8 2.275 0.965
9�9 2.299 0.943

10�10 2.305 0.942
11�11 2.305 0.941
12�12 2.306 0.941
10�10 2.189 0.815
10�10 2.272 0.887
10�10 2.305 0.942
10�10 2.286 0.890
10�10 2.289 0.947
7�7 3.912 1.436
8�8 3.948 1.439
9�9 4.009 1.438

10�10 4.013 1.440
11�11 4.065 1.439
12�12 4.104 1.440
10�10 3.844 1.440
10�10 3.963 1.440
10�10 4.013 1.440
10�10 4.013 1.440
10�10 4.089 1.431
Table 2 Comparison between present and published results

Da Ra Lauriat and Prasad �33� �Brinkman-extended� Present

10−6 107 1.07 1.0755
10−6 108 3.09 3.0808
10−4 105 1.07 1.0752
10−4 106 3.09 3.0664
A
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Fig. 2 Variation in average Nusselt numbers „Nub as well as N
� � � −4
Table 1 Dependence of the heat transfer rate „Nu
as well as elements „Ra=106, Da=10−4, Pr=0.71,

K� A NX�MY

5 1.5 3�2
5 1.5 3�2
5 1.5 3�2
5 1.5 3�2
5 1.5 3�2
5 1.5 3�2
5 1.5 1�1
5 1.5 2�2
5 1.5 3�2
5 1.5 3�3
5 1.5 4�2
1 1.5 3�2
1 1.5 3�2
1 1.5 3�2
1 1.5 3�2
1 1.5 3�2
1 1.5 3�2
1 1.5 1�1
1 1.5 2�2
1 1.5 3�2
1 1.5 3�3
1 1.5 4�2
deg
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r at 0.71 by considering fluid as air. The main emphasis is given
n the influence of anisotropy of the media on flow dynamics as
ell as heat transfer mechanism. In all contour plots, dashed lines
enote negative values whereas solid lines denote positive values.
n addition, for stream function, solid and dashed lines are asso-
iated with anticlockwise and clockwise rotations, respectively.

3.1 Effect of Aspect Ratio. The influence of aspect ratio on
he overall bottom as well as side heat transfer rates, i.e., Nub and
us, is considered for isotropic as well as anisotropic systems,
hich is shown in Figs. 2�a�–2�c�, respectively. As can be ob-
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Fig. 3 Effect of aspect ratio on str
Ra=106, Da=10−4, and �=45 deg
erved from Fig. 2�a� for all three values of Ra Da �1, 10, 100�,

ournal of Heat Transfer
when the aspect ratio �A� increases from 0.5 to 1, the average
bottom heat transfer rate �Nub� increases but as the value of A
increases beyond unity, Nub decreases smoothly. The maximum
heat transfer rate takes place at the unit value of A. A similar result
was also reported by other researchers �18�. From the same figure,
it can also be seen that the corresponding side heat transfer rate,
Nus, decreases with increasing A for all above Ra Da. It is to be
noted that Nus changes drastically as A varies from 0.5 to 1 and
beyond this it changes slowly. Another important observation is
that both Nub and Nus are increased with increasing value of Ra
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lines: „a… K�=0.5 and „b… K�=5 for
eam
Da. To understand the possible similar phenomena in hydrody-
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amically anisotropic porous media the influences of A on Nub as
ell as Nus are plotted in Figs. 2�b� and 2�c�, respectively, for two
ifferent values of 0.5 and 5.0 with permeability ratio K� at �
45 deg. It is to be noted that when all other parameters are kept
t constant values, the change in K� is due to the change in Ky�

nly, i.e., permeability along the horizontal direction only.
As can be seen from Figs. 2�b� and 2�c�, depending on Ra Da

nd K�, an increase in A up to a certain value reduces the value of
us drastically and beyond that it converges slowly and smoothly

o a constant value. Furthermore, for Ra Da=100 and K�=0.5,
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Fig. 4 Effect of aspect ratio on tem
Ra=106, Da=10−4, and �=45 deg
nitially Nus decreases with increasing A beyond 0.5 but it starts to
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increase as A is moved beyond a certain value around 4 �see Fig.
2�b�� in the domain �0.5, 10� of A, which is may be due to the
complex flow mechanism in the anisotropic porous media. Similar
to the isotropic results in Fig. 2�a�, for K�=0.5 the maximum Nub
is attained at A equal to 1, whereas the same is attained around A
equal to 1.25 when K�=5.0 �see Figs. 2�b� and 2�c��.

In order to understand the physics behind this, the contour plot
of stream function is plotted in Figs. 3�a� and 3�b� for four differ-
ent values �0.5, 1, 1.5, and 2� of A at �a� K�=0.5 and �b� K�=5
when Ra Da=100. It may be pointed out from these figures that,
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rature: „a… K�=0.5 and „b… K�=5 for
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first, in all the situations, there are two different types of convec-
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ive cells, rotating anticlockwise �solid lines� and rotating clock-
ise �dotted lines�, that appear on the streamline contour plots,
hich may be due to nonuniform heating of the bottom wall by

he sine function, sin �x. Depending on the media permeability
ne of the cells dominates the other; here the dominating cell is
eferred to as the primary cell, whereas the other will be called as
he secondary cell. Second, for each case �K�=0.5 or 5�, there
xists a threshold value of aspect ratio in 1�A1.5, at which the
econdary cell has a minimum height �approximately one-third of
he cavity height�.

Third, the primary cells are stretched upward with an angle of
5 deg for A�1 and K� equal to 5, which may be the conse-
uence of equality of the permeabilities �Kxx ,Kyy�, in both the
irections at � equal to 45 deg. As a result, the primary and
econdary convective cells are not uniform. Apart from these, at A
qual to 1.5 another secondary vorticity appears in the left side
pper corner of the cavity. Due to buoyancy force, it is natural that
he streamline will evolve upward with increasing A. But the
aximum stretching of the primary cells in general is attained in

he domain of 1�A1.5, which may be the cause of attaining
aximum bottom heat transfer rate at this value of A. Therefore,

or the rest of the discussion presented here A=1.5 is considered.
In order to understand the change in temperature profile under

hese circumstances, temperature profile was also observed me-
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Fig. 5 Variation in average Nusselt numbers
angle „�… for different values of Ra: „a… K�=0.2
iculously from Figs. 4�a� and 4�b�, and the following conclusion

ournal of Heat Transfer
is made. An increase in A reduces the top boundary effect on the
temperature profile by reducing the conduction zone in the cavity.

3.2 Effect of Orientation Angle. Before discussing the effect
of orientation angle �, a note must be made regarding the period-

icity of the permeability tensor. Since each entry of the tensor K� is
periodic with period �, heat transfer rate will also be a periodic
function of the same period. Therefore, to understand the influ-
ence of orientation angle on the heat transfer rate �0 deg, 180 deg�
is considered as the range of �. Figures 5�a� and 5�b� show the
influence of orientation angle, �, of the permeability tensor on the
heat transfer rate in �� ,Nub�- and �� ,Nus�-planes for different
values of Ra as well as K� at Da=10−4. As can be observed from
Fig. 5, first, for K�=0.2 Nub attains its maximum value around �
equal to 45 deg, where the corresponding Nus is minimum. But
Nus is maximum around �135 deg. Second, for K�=5, Nub
�Nus� is maximum �minimum� at � equal to 135 deg, whereas Nus

is maximum at �=45 deg. Third, both bottom and side wall heat
transfer profiles are symmetric about the lines �=45 deg and �
=135 deg in the domains �0 deg, 90 deg� and �90 deg, 180 deg�,
respectively. Apart from these, the overall heat transfer rate from
the bottom as well as side increases with increasing value of Ra. It
is to be noted that at K�=5, increasing � from 0 deg to 45 deg of
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�1−K��sin � cos ���, along the vertical direction is reduced,
hereas the same is changed in reverse way for K�=0.2. This

mplies that with decreasing media permeability in the main flow
irection, it is not necessary that the bottom heat transfer rate will
e reduced always.
To shed more light on the mechanism of the above observations

he streamline contours for eight different values of � �0 deg, 15
eg, 30 deg, 45 deg, 90 deg, 105 deg, 120 deg, and 135 deg� at
�=5,0.2 are plotted in Figs. 6�a� and 6�b�. It can be observed

rom Fig. 6�a� that changing � from 0 deg to 45 deg when K�

5, the maximum values of primary cells �anticlockwise rotating
treamlines� are increased. A similar trend can also be seen as �
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=1.5, and �=45 deg

ournal of Heat Transfer
varies from 90 deg to 135 deg �although the primary cells are
clockwise rotating streamlines�. But the strength of the primary
cells is maximum at � equal to 135 deg. As a consequence the
maximum bottom heat transfer at this value of � is expected. At
the same time, a closed view on the streamline variation as a
function of � in the range of �0 deg, 45 deg� as well as �90 deg,
135 deg� indicates that as � moves from 0 deg to 45 deg the
convection region from the left side of the cavity increases,
whereas the same decreases as � varies from �90 deg, 135 deg�
and becomes minimum at �=135 deg. As a consequence Nus is
minimum for this value of �.
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From Fig. 6�b� it can be observed that for K�=0.2, the maxi-
um magnitude of primary cells increases �from 3.73 to 12.6 as
ell as from 3.73 to 14.12� on varying � from 0 deg to 45 deg as
ell as from 90 deg to 135 deg, but the side region of convective
ow is minimum �maximum� at � equal to 45 deg �135 deg�.
herefore, the above results are expected.
Furthermore, it is worthwhile to mention here that the most

omplicated flow in the anisotropic system is observed when the
ermeability tensor is oblique with the usual �X ,Y� coordinate
ystem by 45 deg. That is why, for the entire discussion presented
n this section, excluding this subsection, � is fixed at 45 deg.

3.3 Effect of Media Permeability. The permeability is a
easure of material’s ability to transmit the fluids, i.e., it measures

he flow strength of the medium and also acts as a conductivity of
he fluid flows. In general, high permeability produces the strong
ow, whereas low permeability produces the weak flow. In this
tudy, the effect of media permeability is considered by studying
eparately the following: �a� effect of horizontal permeability
hrough K� and �b� effect of vertical permeability via Da. From
he definition of Da, when other parameters are kept at constant
alues, variation in Da indicates the variation in vertical perme-
bility only. The influence of �K�� is depicted in Figs. 7�a� and
�b� for three values of Ra Da �100, 10, and 1� at Da=10−4.
It can be observed from Figs. 7�a� and 7�b� that for all the

ases, with an increase in K�, the bottom heat transfer rate de-
reases, whereas the side heat transfer rate fluctuates in the sub-
omain �0.2, 2� of K�, and beyond it the same decreases smoothly
ith increasing media permeability ratio. The fluctuation can be

een clearly as Ra increases from 104 to 106, and the length of the
ubdomain in which fluctuation takes place is increased with the
nhancement of Ra. It is natural that the reduction in flow by
educing the media permeability causes less overall heat transfer
ate, which can be observed from Fig. 7�a�. Therefore the fluctua-
ion of Nus is generally unexpected. To shed some light on this
nomaly, stream-function contours are plotted at K� equal to 0.2,
.75, 1, 1.5, and 2 in Fig. 8 for Ra Da=100, where Nus is calcu-
ated as 0.76, 1.48, 1.44, 1.36, and 1.37. A closer look at the
treamline contours showed that with increasing K� from 0.2 to 1,
he height of the secondary cells is increased and becomes the
irror image of the primary cell at K�=1. The appearance of

ounter-rotations at the same height leads to a mutual excess of
eat from the side walls �34�. That is why the side wall heat
ransfer rate increases with increasing K� from 0.2 to 1. However,
n anisotropic cases the flow rate does not have a straightforward
elationship with K�. Attaining a maximum value of Nus at K�

0.75 is an example.
In order to understand the effect of Da, a comparative study is
ade. As can be seen from Figs. 9�a� and 9�b�, first, in general,

ncreasing Da from 10−7 to 10−4 increases both average heat trans-
er rates, Nub as well as Nus, which is based on the fact that
nhancing Da is due to an increase in permeability along both the
irections. As a consequence, the flow strength increases, and
ore heat transfer takes place. Second, when Da moves from 10−7

o 10−6 Nub is changed from 1.962 to 1.968, whereas the same is
hanged from 2.05 to 4.33 with the variation in Da from 10−5 to
0−4 at K�=0.5. Simultaneously, Nus is also increased by two
imes at Da=10−5, which is maybe due to the increase in driving
arameter Ra Da. Overall, it can be pointed out that at Ra=106,
he impact of the enhancement of the media permeability along
he vertical direction by changing Da from 10−7 to 10−5 on the
eat transfer rates is negligible. But a significant influence on Nub
s well as Nus can be observed when Da is increased from 10−5 to
0−4.

3.4 Effect of Rayleigh Numbers. The effect of increasing
eat source intensity, i.e., Rayleigh number, on the heat transfer
rocess in an anisotropic porous medium has been analyzed by

arying both bottom and side heat transfer rates as a function of

ournal of Heat Transfer
Ra and is depicted in Figs. 10�a� and 10�b�. As can be seen from
Fig. 10, for isotropic as well as anisotropic media, the effect of
Rayleigh number on the average heat transfer rates becomes sig-
nificant when the Rayleigh–Darcy number, Ra Da, is greater than
10. Apart from this, increasing Ra enhances the heat transfer rates
for both isotropic �24� and anisotropic media except in the case of
side heat transfer rate at Da equal to 10−4 and K�=0.2.

From the definition of Ra, when other parameters are fixed,
increasing Ra implies the enhancement of thermal buoyancy
force, which in turn increases the thermal convection in the cavity.
As a result, the average heat transfer rate is expected to increase.
But the result in Fig. 10�a� at Da=10−4 is anticipated. To reveal
the physics behind this anticipating result, contour plots of stream-
lines and temperature profiles are plotted at Ra equal to 105 and
3�105 �see Figs. 11�a� and 10�b��. Important finding is that al-
though the maximum magnitude of the contour lines increases
from 0.62 to 4.4, the left side of the convective flow region is
reduced. That is why, the average side heat transfer rate falls down
at Ra=3�105, which is also the consequence of flow complexity
in hydrodynamically anisotropic porous media.

4 Conclusions
We have attempted to understand the impact of hydrodynamic

anisotropy on the natural convection in a porous cavity, where
flow is induced by nonuniform heating of the bottom wall and
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Fig. 11 Contour plots of streamlines and temperature: „a… Ra
=105 and „b… Ra=3Ã105 when K�=0.2, �=45 deg, and A=1.5
uniform cooling of side walls when the top wall is in the adiabatic
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tate. To this end, we have adopted the Brinkman-extended non-
arcy model. By means of rigorous numerical experiments, we

re able to extract detailed information on the flow and heat trans-
er mechanisms in anisotropic porous media. The main objective
n this study is to investigate the effect of anisotropic parameters:
i� orientation angle of media permeability tensor and �ii� perme-
bility of the media via Darcy number �Da� as well as permeabil-
ty ratio on the flow mechanism and consequently on the average
ottom as well as side heat transfer rates. The following conclu-
ions can be drawn from this study.

• For isotropic as well as anisotropic cases, the maximum heat
transfer in the enclosure takes place when 1�A1.5.

• Two types of convective cells, �i� rotating anticlockwise
way and �ii� rotating clockwise way, are observed in the
entire flow mechanism. Depending on the media permeabil-
ity one dominates the other.

• Furthermore, the results indicate that for K�=5 and Da
=10−4, the bottom heat transfer profiles �side heat transfer
profiles�, as a function of orientation angle, experience a
maximum �minimum� value at an orientation angle equal to
135 deg.

• In contrast to isotropic porous media, enhancement of the
strength of flow convection in the anisotropic porous enclo-
sure does not increase the heat transfer rate always. It de-
pends on the flow dynamics in the medium. In particular, the
present investigation shows the significant impact of the ori-
entation angle of the media permeability tensor on the flow
mechanisms and temperature profile and consequently on
the average heat transfer rates.
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omenclature
A � aspect ratio=H /L
L � width of cavity
H � height of cavity
Pr � Prandtl number=� /�e

Da � Darcy number=Ky
� /L2

Ra � Rayleigh number=g�L3�T2−T1� / ��e��
K� � permeability tensor

Kx� � permeability along the x� axis of the tilted co-
ordinate system

Kxx � Kx��a+c�, permeability along the X axis
Ky� � permeability along the y� axis of the tilted co-

ordinate system
Kyy � Kx��b+c�, permeability along the Y axis
K�

� ratio of principal components of K� =Ky� /Kx�

Nub � average bottom Nusselt number
Nus � average side Nusselt number
NX � number of elements along the X-direction
N � order of approximation along the X-direction

MY � number of elements along the y-direction
M � order of approximation along the Y-direction
p � pressure
P � nondimensional pressure
Q � gravitational direction vector
t � time

T � temperature
T2 � temperature at the hot bottom wall
T1 � temperature at cold vertical walls

u ,v � velocity components
U ,V � nondimensional velocity components

x ,y � dimensional space coordinates

72601-12 / Vol. 131, JULY 2009
X ,Y � nondimensional space coordinates
x� ,y� � dimensional tilted space coordinates

g � gravitational acceleration

Greek Symbols
�e � effective thermal diffusivity
�T � coefficient of thermal expansion

� � kinematic viscosity
� � vorticity

�t � nondimensional time step
� � stream function
� � density of the fluid

�0 � initial density
� � anisotropy orientation angle
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Darcy–Forchheimer Flow With
Viscous Dissipation in a
Horizontal Porous Layer: Onset of
Convective Instabilities
Parallel Darcy–Forchheimer flow in a horizontal porous layer with an isothermal top
boundary and a bottom boundary, which is subject to a third kind boundary condition, is
discussed by taking into account the effect of viscous dissipation. This effect causes a
nonlinear temperature profile within the layer. The linear stability of this nonisothermal
base flow is then investigated with respect to the onset of convective rolls. The third kind
boundary condition on the bottom boundary plane may imply adiabatic/isothermal con-
ditions on this plane when the Biot number is either zero (adiabatic) or infinite (isother-
mal). The solution of the linear equations for the perturbation waves is determined by
using a fourth order Runge–Kutta scheme in conjunction with a shooting technique. The
neutral stability curve and the critical value of the governing parameter R�GePe2 are
obtained, where Ge is the Gebhart number and Pe is the Péclet number. Different values
of the orientation angle between the direction of the basic flow and the propagation axis
of the disturbances are also considered. �DOI: 10.1115/1.3090815�

Keywords: laminar flow, mixed convection, Darcy–Forchheimer model, porous medium,
linear stability, viscous dissipation
Introduction
Convective instabilities in porous layers have been the subject

f very many investigations in the past decades. A cornerstone in
his field is the so-called Horton–Rogers–Lapwood �HRL� prob-
em �1,2�. This problem consists of the linear stability analysis of
fluid at rest in a porous plane layer where the bottom isothermal
oundary is held at a relatively high temperature while the top
sothermal boundary is at a lower temperature. Physically, the
RL problem is the porous medium analog of the classical
énard problem for a clear fluid and is often called the Darcy–
énard problem. The HRL problem admits a very simple analyti-
al solution for the basic state, which is compatible with both the
arcy and the Darcy–Forchheimer models. Several other variants
f the original HRL problem have been investigated in the past
ears. Reviews of the wide literature on this subject may be found
n Refs. �3–5�. An important problem closely related to the HRL
roblem is the much less well-known Prats problem �6�. This
atter problem is the linear stability analysis, according to the
arcy model, of the HRL configuration in the presence of a uni-

orm horizontal flow.
The present paper investigates the onset of linear instabilities in
horizontal porous layer induced by the viscous heating effect, a

opic on which very few papers have been published �see Refs.
7–9��. Unlike in the Prats problem �6�, the vertical temperature
radient causing the onset of convective rolls is not imposed ex-
ernally through the boundary conditions. Rather, it is the inter-
ally generated heat due to viscous friction that causes the vertical
emperature gradient and thus gives rise to the possibility of con-
ective instability. In this paper, the top boundary surface is con-
idered to be isothermal, while the bottom boundary is subject to
thermal boundary condition of the third kind for which a Biot

umber, Bi, may be defined. This latter boundary condition is
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studied including the two limiting cases, Bi→0 �adiabatic bound-
ary� and Bi→� �isothermal boundary�. A linear stability analysis
of oblique rolls, which are inclined arbitrarily with respect to the
uniform base flow direction, is performed. The disturbance equa-
tions are solved numerically by a fourth order Runge–Kutta
method. The governing parameter for the onset of convective in-
stabilities is defined as R=GePe2, where Ge is the Gebhart num-
ber and Pe is the Péclet number.

2 Mathematical Model
A laminar buoyant flow in a horizontal parallel channel with

height L is considered �see Fig. 1�. Both the Darcy–Forchheimer
model and the Boussinesq approximation are invoked. The hori-
zontal boundary walls, ȳ=0,L, exchange heat with an external
environment at temperature Tw: the top surface is taken to be
perfectly isothermal at temperature Tw �infinite Biot number�,
while the bottom surface is taken to be imperfectly isothermal
�finite Biot number�.

The governing mass, momentum, and energy balance equations
may be expressed as

� · u = 0 �1�

�

K
�1 +

Cf
�K

�
�u · u�ū = −

1

�

� P̄

� x̄
�2�

�

K
�1 +

Cf
�K

�
�u · u�v̄ = −

1

�

� P̄

� ȳ
+ �g�T̄ − T̄w� �3�

�

K
�1 +

Cf
�K

�
�u · u�w̄ = −

1

�

� P̄

¯
�4�
�z
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�T̄

� t̄
+ u · �T̄ = ��̄2T̄ +

�

Kcp
�1 +

Cf
�K

�
�u · u�u · u �5�

here � is the ratio between the average volumetric heat capacity
�cp�m of the porous medium and the volumetric heat capacity
�cp� f of the fluid. In Eqs. �1�–�5�, the x, y, and z components of
elocity are denoted as u= �ū , v̄ , w̄�; then the velocity and tem-
erature boundary conditions are expressed as

ȳ = 0: v̄ = 0 =
�T̄

� ȳ
−

h

k
�T̄ − T̄w�

ȳ = L: v̄ = 0 = T̄ − T̄w �6�

2.1 Nondimensionalization. Let us introduce nondimen-
ional variables such that

�x̄, ȳ, z̄� = �x,y,z�L, t̄ = t
�L2

�
, �ū, v̄,w̄� = �u,v,w�

�

L

T̄ = T̄w + T
��

Kcp
, p̄ = p

��

K
�7�

Then, Eqs. �1�–�5� may be rewritten in the form

�u

�x
+

�v
�y

+
�w

�z
= 0 �8�

�1 + 	�u · u�u = −
�p

�x
�9�

�1 + 	�u · u�v = −
�p

�y
+ GeT �10�

�1 + 	�u · u�w = −
�p

�z
�11�

�T

�t
+ u

�T

�x
+ v

�T

�y
+ w

�T

�z
=

�2T

�x2 +
�2T

�y2 +
�2T

�z2

+ �u2 + v2 + w2��1 + 	�u · u�
�12�

here u= �u ,v ,w� and Ge is the Gebhart number, namely,

Ge =
g�L

cp
�13�

nd 	 is a nondimensional Forchheimer coefficient,

	 =
Cf

�Da

Pr
where Da =

K

L2 and Pr =
�

�
�14�

The boundary condition �6� may be expressed in dimensionless

g

L

0

y

x

z
Bu

Fig. 1 Sketch of the horizontal porous channel
orm,
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y = 0: v = 0 =
�T

�y
− BiT

y = 1: v = 0 = T �15�

where Bi is the Biot number, which is defined as

Bi =
hL

k
�16�

2.2 Basic Flow. For the basic solution, we assume a horizon-
tal steady parallel flow in the x-direction and a purely vertical heat
flux. Then, the basic state, which has to be analyzed for stability,
is given by

uB = Pe 
 0, vB = 0, wB = 0

�pB

�x
= − Pe�1 + 	Pe�

�pB

�y
= GeTB

�pB

�z
= 0

TB = − Pe2�Pe	 + 1�
y2�Bi + 1� − Biy − 1

2�Bi + 1�
�17�

where

Pe =
ūBL

�
�18�

defines the Péclet number referred to the dimensional uniform
base flow velocity ūB.

2.3 Linearization. Perturbations of the base flow given by
Eq. �17� are defined as

u = uB + �U, v = vB + �V, w = wB + �W, T = TB + �� ,

p = pB + �P �19�

where � is an asymptotically small perturbation parameter. On
substituting Eq. �19� into Eqs. �8�–�12� and neglecting nonlinear
terms in the perturbations, i.e., terms of O��2�, one obtains the
linearized stability equations, namely,

�U

�x
+

�V

�y
+

�W

�z
= 0 �20�

U�1 + 2	Pe� = −
�P
�x

�21�

V�1 + 	Pe� = −
�P
�y

+ Ge� �22�

W�1 + 	Pe� = −
�P
�z

�23�

��

�t
+ Pe

��

�x
− Pe2�1 + Pe	�VB�y� =

�2�

�x2 +
�2�

�y2 +
�2�

�z2

+ PeU�2 + 3Pe	� �24�

where B is a function of both Bi and y and is defined as

B�y� = y −
Bi

�25�

2�Bi + 1�
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Instability With Respect to Rolls
Now, one may differentiate Eqs. �21�–�23� and substitute the

esults into Eq. �20�. Then one may also substitute the velocity
omponents in Eqs. �21� and �22� into Eq. �24� in order to obtain
he following pressure/temperature formulation:

� 1 + Pe	

1 + 2Pe	
� �2P

�x2 +
�2P
�y2 +

�2P
�z2 = Ge

��

�y
�26�

��

�t
+ Pe

��

�x
+ Pe2� �P

�y
− Ge��B�y� =

�2�

�x2 +
�2�

�y2 +
�2�

�z2

− Pe�2 + 3Pe	

1 + 2Pe	
� �P

�x
�27�

et us assume that the disturbances are given by

P�x,y,z,t� = R�P�y�eteia�x cos �+z sin ��	

��x,y,z,t� = R���y�eteia�x cos �+z sin ��	 �28�

here =1+ i2 is a complex coefficient and � is the angle be-
ween the base flow direction and the propagation direction of the
isturbance. The system of Eqs. �26� and �27� now reduces to

P� − a2
� 1 + Pe	

1 + 2Pe	
�cos2 � + sin2 ��P − Ge�� = 0 �29�

�� − � + a2 + iaPe cos � − GePe2B�y��� − Pe2B�y�P�

− iaPe cos ��2 + 3Pe	

1 + 2Pe	
�P = 0 �30�

here primes denote differentiation with respect to y. The bound-
ry condition �15� may be expressed in terms of pressure and
emperature as

y = 0: P� = Ge�, �� − Bi� = 0; y = 1: P� = 0 = �

�31�

e will set R��=1=0 in order to investigate neutral stability.
oreover, for numerical convenience, we shall also set

� = 2 + aPe cos � �32�

o that Eq. �30� may be rewritten as

�� − �a2 + i� − GePe2B�y��� − Pe2B�y�P�

− iaPe cos ��2 + 3Pe	

1 + 2Pe	
�P = 0 �33�

3.1 Transverse Rolls „�=0… . The condition �=0 identifies
he transverse roll case. Equations �29�, �31�, and �33� become

P� − a2� 1 + Pe	

1 + 2Pe	
�P − Ge�� = 0 �34�

�� − �a2 + i� − GePe2B�y��� − Pe2B�y�P�

− iaPe�2 + 3Pe	

1 + 2Pe	
�P = 0 �35�

y = 0: P� = Ge�, �� − Bi� = 0; y = 1: P� = 0 = �

�36�

3.2 Longitudinal Rolls „�=� Õ2… . In the case �=� /2, Eqs.
29�, �31�, and �33� become

P� − a2P − Ge�� = 0 �37�

2 2 2
�� − �a + i� − GePe B�y��� − Pe B�y�P� = 0 �38�

ournal of Heat Transfer
y = 0: P� = Ge�, �� − Bi� = 0; y = 1: P� = 0 = �

�39�

It is important to note the absence of the parameter 	 in Eqs.
�37�–�39�. Thus, longitudinal rolls are not affected by the depen-
dence on the Forchheimer term in the momentum equation. More-
over, the problem becomes self-adjoint as one may now set �=0
and determine the solution �P ,�	 in terms of real-valued func-
tions.

4 Eigenvalue Problem
Equations �29� and �33� are a pair of coupled homogeneous

complex second order ODEs and are subject to the four homoge-
neous boundary conditions �Eq. �31��. The system always admits a
null solution, but it may also be interpreted as an eigenvalue prob-
lem for  where values for  depend on Ge, Pe, 	, �, and a.
Alternatively, incipient instability is given by 1=0; therefore the
system may now be regarded as a double eigenvalue problem for
Pe and �, for example, as functions of the remaining parameters.
The computation of these eigenvalues requires a further normal-
ization condition to force the solutions for P and � to be nonzero;
we choose the following:

Bi���0� + ��0� = Bi + 1 �40�
It also proves convenient to work with the parameter

R = GePe2 �41�

rather than Ge. The critical value of R, which is denoted by Rcr, is
now determined by seeking the minimum of R as a function of a
in the neutral stability curve. In practice this is done by extending
the system, Eqs. �29� and �33�, by differentiating it with respect to
a and by setting �R /�a=0.

4.1 Stability Analysis. In order to solve Eqs. �29�, �31�, �33�,
and �40�, a numerical solver based on the classical fourth order
Runge–Kutta method coupled with the shooting method has been
used. In all cases we used 100 intervals, and this, coupled with the
fourth order accuracy of the method, yields highly accurate re-
sults. The change in Rcr as a function of three parameters has been
studied. These parameters are the Biot parameter Bi, the angle �,
and the parameter 	+, which is defined as

	+ =
	

�Ge
�42�

and allows one to remove the explicit dependence on Ge in the
physically reasonable range of very small Ge. Indeed, if one sub-
stitutes Eq. �42� and the relationship

P+�y� =
P�y�
Ge

�43�

in Eqs. �29�, �31�, �33�, and �40�, one obtains

P+� − a2
� 1 + �R	+

1 + 2�R	+
�cos2 � + sin2 ��P+ − �� = 0 �44�

�� − �a2 + i� − RB�y��� − RB�y�P+�

− ia�GeR cos ��2 + 3�R	+

1 + 2�R	+
�P+ = 0 �45�

y = 0: P+� = �, �� − Bi� = 0, Bi�� + � = Bi + 1;

y = 1: P+� = 0 = � �46�

It must be mentioned that, on account of Eq. �42�, the limit 	+
→0 can be interpreted as the limit of the negligible form-drag
effect, i.e., the limit of validity of Darcy’s law. On the other hand,
the limit 	+→� is the limit of a very small Gebhart number.
Under the physically realistic assumption of Ge�1, if R is of
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�1�, then the last term on the left hand side of Eq. �45� is of
�Ge1/2�. As a consequence, this term is significantly smaller than

he other terms. Thus, one can easily infer that neglecting this
erm allows one to set �=0, so that the problem becomes self-
djoint and only admits real solutions for �P ,��. The Biot number
i affects the bottom boundary condition. On account of Eq. �25�,

n the limit of an adiabatic boundary, one has

Bi → 0 ⇒ B�y� = y �47�
hile, in the limit of a perfectly isothermal boundary, one has

Bi → � ⇒ B�y� = y − 1
2 �48�

rom Fig. 2 one can see that, for any chosen parameter set, the
alues of Rcr are higher in the case of an isothermal bottom
oundary than in the case of an adiabatic bottom boundary. This
eature could have been expected. In fact, when examining the
asic flow in the case of isothermal bottom boundary �Bi→��,
ne can see from Eq. �48� that the midplane y=1 /2 is adiabatic,
.e., B�1 /2�=0. In other words, in the analysis of the basic flow,
he layer with adiabatic bottom boundary is coincident with the
pper half of the layer with isothermal bottom boundary, except
or the thickness. One sees that R is proportional to L3. Therefore,
ne would expect that the critical value of R in the case of a layer
ith isothermal bottom boundary is eight times that in the case of
layer with adiabatic bottom boundary. The factor of 8 would be

xact if in the perturbed flow of the layer with isothermal bottom
oundary, the midplane y=1 /2 is both adiabatic and impermeable.
n fact, these conditions are perfectly fulfilled by the basic flow
ut not by the disturbances. It should be mentioned, however, that
he lower half of the layer with isothermal bottom boundary is
xpected to be affected only marginally by roll disturbances as the
idplane y=1 /2 is, in the basic state, hotter than the bottom

oundary y=0.
In Fig. 2 one may also notice that Rcr, for every Biot number

i, is not affected by the orientation angle � in the limit of validity
f Darcy’s law, 	+→0. On the contrary, in the limit of important
orm-drag effects with Ge�1 �	+→��, one finds an important
ependence of Rcr on the orientation of the oblique rolls. In par-
icular, longitudinal rolls ��=� /2� appear to be the most unstable.
or longitudinal rolls, Rcr is independent of 	+. This feature is
vident from Eqs. �44�–�46� as the parameter 	+ disappears from
he equations when �=� /2. For 	+→0 there appears an
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Fig. 2 Rcr as a function of �+ for d
symptotic behavior described in Table 1. For 	+→�, a different
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asymptotic value of either Rcr or acr is reached for every �. The
highest asymptotic values of Rcr or acr refer to transverse rolls
��=0�. These values are reported in Table 1.

Figure 3 shows the plots of the critical wavenumber acr versus
	+ for different orientation angles � and Biot numbers Bi. The
qualitative behavior of acr is similar to that of Rcr. The curves
display the asymptotic behavior for 	+→0 as for 	+→�. Both
the lower and the upper asymptotic values are specified in Table 1.

The plots reported in Figs. 4–7 suggest a not too strong depen-
dence of �cr�y� on both 	+ and �. In particular, for 	+=10−5, the
solid and dashed lines corresponding, respectively, to �=0 and
�=� /4 are perfectly coincident. Indeed, the eigenvalue problem
�44�–�46� becomes independent of � in the limit 	+→0 �i.e., in
the limit of validity of Darcy’s law�. The temperature profiles
�cr�y� represented in Fig. 4 refer to an adiabatic bottom boundary,
while those reported in Figs. 5–7 refer to an imperfectly isother-
mal boundary �Bi=1,10� and to a perfectly isothermal boundary
�Bi→��. Due to Eq. �46�, all the profiles reported in Figs. 4–7
display at y=0 a fixed temperature, ��0�= �Bi+1� / �Bi2+1�, and a
fixed heat flux, ���0�=Bi�Bi+1� / �Bi2+1�.

Figures 8–11 refer to critical conditions and show the iso-
therms, �=const, and the streamlines of the two-dimensional ve-
locity disturbance field �U ,V�, respectively, for the orientation
angle �=0 and 	+=103. In fact, from Eq. �23�, one has W=0 as
Eq. �28� predicts for �=0 that P is independent of z. For the
adiabatic case, Bi=0 �Figs. 8 and 9�, one may see that the velocity
rolls are spread over the whole channel width and are almost
symmetric with respect to the horizontal midplane. When the bot-
tom boundary is isothermal, Bi→� �Figs. 10 and 11�, the velocity
rolls are placed predominantly within the upper part of the chan-
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Table 1 Asymptotic values of acr and Rcr for different Biot
numbers

Bi

	+→0 	+→�; �=0

acr Rcr acr Rcr

0 2.4483 61.867 3.0342 97.184
1 2.9697 135.71 3.6482 202.88
10 4.2573 362.32 5.0722 526.30
� 4.6752 471.38 5.5616 684.36
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el. This upward displacement is justified since the fluid is unsta-
ly stratified only in the upper part of the porous layer. In fact, in
he basic flow solution Eq. �17� for Bi→�, the horizontal mid-
lane is hotter than the boundary planes.
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5 Conclusion
A stability analysis of the basic parallel uniform flow in a hori-

zontal porous layer with impermeable boundaries has been per-
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are mathematically expressed as two limiting cases Bi→0 �adia-
batic boundary� Bi→� �isothermal boundary�. Arbitrarily orien-
tated roll disturbances have been studied by adopting a pressure-
temperature formulation. The resulting eigenvalue ODE problem
has been solved numerically by means of a fourth order Runge–
Kutta method coupled with the shooting method.

The main results obtained are the following:

1. The governing parameter describing the onset of convective
instabilities is R=GePe2, where Ge is the Gebhart number
and Pe is the Péclet number.

2. Under the physically reasonable assumption Ge�1, the ei-
genvalue ODE problem becomes self-adjoint, thus admitting
real solutions.

3. The most unstable rolls are the longitudinal ones.
4. The critical wavenumber and the critical value of R for the

onset of longitudinal rolls are independent of the form-drag
coefficient.

5. The critical wavenumber and the critical value of R for the
onset of transverse or oblique rolls other than longitudinal
ones depend on the form-drag coefficient.

6. The layer with an isothermal bottom boundary is more stable
than the layer with an adiabatic bottom boundary.

Nomenclature
a � nondimensional wavenumber, Eq. �28�

Bi � Biot number, Eq. �16�
B�y� � nondimensional function, Eq. �25�

cp � specific heat at constant pressure
Cf � Forchheimer parameter
Da � Darcy number, Eq. �14�

g � modulus of gravitational acceleration
g � gravitational acceleration

Ge � Gebhart number, Eq. �13�
h � external heat transfer coefficient
K � permeability
k � effective thermal conductivity
L � channel height
n � integer number
p � nondimensional pressure, Eq. �7�
P � nondimensional pressure disturbance, Eq. �19�

P�y� � nondimensional function, Eq. �28�
P+�y� � nondimensional function, Eq. �43�

Pe � Péclet number, Eq. �18�
Pr � Prandtl number, Eq. �14�
R � nondimensional parameter, Eq. �41�
R � real part

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

x

y

Fig. 11 Streamlines for Bi\�, �+=103, and �=0
t � nondimensional time, Eq. �7�
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T � nondimensional temperature, Eq. �7�
T̄w � boundary temperature or external temperature

u ,v ,w � nondimensional velocity components, Eq. �7�
U ,V ,W � nondimensional velocity disturbances, Eq. �19�

x ,y ,z � nondimensional coordinates, Eq. �7�

reek Symbols
� � effective thermal diffusivity
� � volumetric coefficient of thermal expansion
� � reduced exponential coefficient, Eq. �32�
	 � nondimensional Forchheimer parameter, Eq.

�14�
	+ � nondimensional modified Forchheimer param-

eter, Eq. �42�
� � perturbation parameter, Eq. �19�
� � nondimensional temperature disturbance, Eq.

�19�
��y� � nondimensional function, Eq. �28�

 � exponential coefficient, Eq. �28�
1 ,2 � real and imaginary parts of 

� � kinematic viscosity
� � mass density
� � heat capacity ratio
� � angle between the propagation direction of the

disturbance and the x-axis
ournal of Heat Transfer
Superscript and Subscripts
� � dimensional quantity
B � base flow
cr � critical value
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Tomographic Characterization of
a Semitransparent-Particle
Packed Bed and Determination of
its Thermal Radiative Properties
A two-phase medium consisting of densely packed large nonspherical semitransparent
particles in a transparent fluid is considered. Its 3D digital geometry is obtained by
computer tomography and employed to numerically calculate its porosity, specific sur-
face, pore and particle size distributions, and the representative elementary volume for
continuum domain. The collision-based Monte Carlo method is applied to calculate the
probability distribution functions for attenuation path length and direction of incidence at
the fluid-solid interface for each phase, which, in turn, are used to derive the extinction
and scattering coefficients and the scattering phase functions. The methodology is ap-
plied to a packed bed of CaCO3 particles, used in industrially relevant high-temperature
processes. Spectral and directional dependencies of the radiative properties are
analyzed. �DOI: 10.1115/1.3109261�

Keywords: packed bed, radiation, semitransparent, solar energy, chemical reactors
Introduction
Packed-bed reactors are commonly used in chemical processing

ecause of their relatively high contacting area. Of special interest
re packed beds for solar-driven thermochemical processes, e.g.,
he thermal and carbothermic reductions of ZnO �1,2� and the
asification of coal �3,4�, which proceed above 1500 K using con-
entrated solar radiation as the energy source of high-temperature
rocess heat. At these temperatures, thermal radiative transport
ecomes the dominant heat transfer mode. Thus, knowledge of the
adiative properties of packed beds is crucial for the engineering
esign and optimization of these chemical reactors and processes.
xperimental investigations of transmittance and extinction coef-
cients of porous media have been performed for foams and
acked beds of opaque, transparent, and semitransparent phases
5–8�. Numerical simulation were carried out for artificially gen-
rated �9–16� and real �17,18� porous media by applying the ra-
iative distribution function identification �RDFI� �9,17,18�,
onte Carlo �MC� �15,16�, two-flux �10–12�, and discrete ordi-

ate �13� methods.
In this paper, the RDFI method, calculated by MC, is applied to

etermine the radiative properties of a packed bed containing
arge nonspherical semitransparent particles. CaCO3 particles
source: Carrara marble; Ferret’s diameter=3 mm� have been se-
ected for modeling because of their relevance in the high-
emperature processing of lime, cement, and other material com-
odities, and in the capture of CO2 from combustion flue gases

19�.

1Corresponding author.
Manuscript received May 7, 2008; final manuscript received February 11, 2009;
ublished online May 4, 2009. Review conducted by Ofodika A. Ezekoye.

ournal of Heat Transfer Copyright © 20
Radiative characteristics of packed beds containing complex
morphological structures may significantly deviate from those ob-
tained when applying simplifying approximations, e.g., spherical
particles. In this paper, computer tomography �CT� is applied to
obtain the exact 3D geometrical representation of complex porous
media composed of semitransparent phases. CT allows for nonde-
structive scanning of the structure in a single experimental run. In
contrast to previous investigations �9–16�, the CT-based method-
ology enables the determination of accurate effective radiative
properties in the limit of geometric optics with negligible diffrac-
tion, which, in turn, can serve as reference values to those ob-
tained by approximate methods.

2 Governing Equations
Radiative transfer in a quasicontinuous two-phase medium con-

taining semitransparent phases can be described by two coupled
equations of radiative transfer equations �RTEs� for phases i and
j2�18�.

fv,i�dIi�s, ŝ�
ds

+ �iIi�s, ŝ��
= fv,i�ni

2�iIib�s, ŝ� +
�s,ii

4�
�

4�

Ii�s, ŝin��ii�ŝ, ŝin�d�in�
+ fv,j

�s, ji

4�
�

4�

Ij�s, ŝin�� ji�ŝ, ŝin�d�in, i, j = 1,2; i � j

�1�

2
The spectral subscript � is omitted for brevity.
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here �s,i and �i are the internal scattering coefficient and inter-
al scattering phase function of the bulk material forming phase i,
s,ii and �ii are those associated with internal reflections and in-

ernal scattering within phase i, and �s,ij and �ij, i� j, are those
ssociated with radiation leaving phase i and entering phase j.
hus,

�s,ii = �s,refl,i + �s,i �2�

�ii = �s,ii
−1 ��refl,i�s,refl,i + �i�s,i� �3�

�i = �i + �s,ii + �s,ij �4�

here �s,i, ki, and �i are determined by applying an appropriate
heory, e.g., Mie. The two-phase medium morphology-associated
roperties �s,refl,i, �s,ij, �refl,i, and �ij are determined by applying
he MC methodology outlined below.

Methodology
The collision-based Monte Carlo ray-tracing method is used

20�. Characteristic size parameters �=�dh /�	1 for both phases
re assumed; thus, geometric optics is valid �21�. A large number
f stochastic rays are launched within a representative elementary
olume �REV�. The rays are emitted isotropically and are uni-
ormly distributed over REV. They undergo scattering/absorption
nternally and reflection/refraction at the fluid-solid interface. The
istance between emission and collision points, and the direction
f incidence at the interface are recorded for each ray. The fol-
owing probability density and cumulative distribution functions,
nd the corresponding medium properties are then computed.
cceleration voltage of 140 keV and a current of 0.11 mA. A
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For the attenuation �extinction� path length within phase i,

Fe,i =
1

Nray,i
�
k=1

Nray,i


�s − sk�, i = 1,2 �5�

Ge,i�s� =�
0

s

Fe,i�s��ds� 	 1 − exp�− �is�, i = 1,2 �6�

For the absorption path length within phase i,

Fa,i =
1

Nray,i
�
k=1

Nray,i


�s − sa,k�, i = 1,2 �7�

Ga,i�s� =�
0

s

Fa,i�s��ds� 	
�i

�i
�1 − exp�− �is��, i = 1,2 �8�

For the scattering path length associated with refraction from
phases i to j, and reflection and internal scattering within phase i,

Fs,ij�s� =
1

Nray,i
�
k=1

Nray,i


�s − ss,k�, i, j = 1,2 �9�

Gs,ij�s� =�
0

s

Fs,ij�s��ds� 	
�ij

�i
�1 − exp�− �is��, i, j = 1,2

�10�
For the direction of incidence at the phase interface within

phase i,

F�in,i =
1

Natt,i
�
Natt,i


��in,i − �in,i,k�, i = 1,2 �11�

k=1
�ij��s� =

2�
�in=0

1 �
�d=0

� �
�refl=0

1


��s − 
�1 − �in
2 ��1 − �refl

2 � · cos �d − �in�refl� · ���in,�refl,�d�F�in,i�refld�refld�dd�in

�
�in=0

1 �
�d=0

� �
�refl=0

1

���in,�refl,�d�F�in,i�refld�refld�dd�in

, i = j = 1,2

�12�

�ij��s� =

2�
�in=0

1 �
�d=0

� �
�t=0

1


��s − 
�1 − �in
2 ��1 − �t

2� · cos �d − �in�t� · �1 − ���in,�t,�d��F�in,i�td�td�dd�in

�
�in=0

1 �
�d=0

� �
�t=0

1

�1 − ���in,�t,�d��F�in,i�td�td�dd�in

, i � j = 1,2

�13�
n Eqs. �5�–�13�, Nray,i is the number of rays launched in phase i
ithin REV, and Natt,i is the number of rays attenuated in phase i

t the phase interface.

Application to a Packed Bed of CaCO3 Particles

4.1 Morphology Characterization. Computer tomography.
he sample consists of a packed bed of nonspherical CaCO3 par-

icles randomly placed in a 4.5 cm-diameter rubber tube, as seen
n Fig. 1�a�. The sample is exposed to a polychromatic X-ray
eam, generated by electrons incident on a wolfram target and
ltered by a 0.0025 mm Re filter. The generator is operated at an
Hamamatsu flatpanel C7942 CA-02 protected by a 0.1 mm brass
filter is used to detect the transmitted X-rays. The sample is
scanned at 600 angles �projections�. Each projection is an average
over 8 scans with exposure time of 0.25 s, leading to a voxel size
of 45 �m. Figures 1�b� and 1�c� show the 2D tomographic image
and the 3D surface rendering of the sample, respectively.

The histogram of the normalized absorption values � /�max,
shown in Fig. 2, reveals two distinct peaks that account for the
solid and fluid �void� phases. The calculated and nearly identical
width of the two peaks supports the assumption of homogeneity.
The calculated minimum between the two peaks �� /�max=0.43�
is used as threshold value for phase identification. Phase bound-
aries between two CaCO3 particles are neglected, as they cannot

be distinguished in the tomography images.
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Porosity and specific surface. The two-point correlation func-
tion indicates the probability of two points separated by a distance
r to be in the void phase, given by �22,23�

s2�r� =

�
V
�

4�

��r���r + rŝ�dŝdr

4�V
�14�

where � is the pore-space indicator function �=1 if the point lies
within the void space; =0 if it lies within the solid phase�. The
specific surface area and porosity are calculated from �22�

�ds

dr
�

r=0
= −

A0

4
�15�

lim
r→�

s2�r� = �2 �16�

s2�0� = � �17�

Figure 3�a� shows the two-point correlation function for the
CaCO3 packed bed. The calculated porosity is 0.39, which com-
pares well with the porosity determined experimentally from the
sample weight 0.40�0.02. This value is close to the one for a

view photograph, „b… 2D tomographic image, and „c… 3D

l/dh,particle

ε
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0.2

0

b)

e CaCO3 packed bed. The value at r=0 cor-
indicates the asymptotic value of the func-
n of the REV edge length „indicated by the
ity of ten subvolumes with varying edge
nd for conversion and determination of the
Fig. 1 Sample of the packed bed of CaCO3 particles: „a… top
surface rendering
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ig. 2 Normalized histogram of the sample’s absorption val-
es obtained by CT for the void phase „left peak… and for the
olid phase „right peak…. The bullet indicates the threshold
alue � /� =0.43 used for phase identification.
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Fig. 3 „a… Two-point correlation function for th
responds to the bed porosity. The dashed line
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lengths l at random locations. The tolerance ba
orizontal dashed lines.
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ense random or orthorhombic packed bed made of uniform
onodispersed spheres �24�. The calculated specific surface area

s 1.31�103 m−1, which corresponds to an analytically calculated
article diameter of 2.8 mm for uniform monodispersed spheres.
s will be shown later, the hydraulic particle diameter for the

andomly shaped CaCO3 particles lies around 1.9 mm.

able 1 Arithmetic mean diameter, mode, median, and hydrau-
ic diameter calculated from the pore and particle size
istributions

Pore Solid

rithmetic mean �mm� 1.00 1.66
ode �mm� 0.81 1.89
edian �mm� 0.98 1.75
ydraulic diameter �mm� 1.19 1.87

solid

fluid (void)

d/dh

f
(m

−
1
)

210

1500

1200

900

600

300

0

ig. 4 Opening size distribution functions, f=
dεop„d… / „ε�dd… of the solid and fluid phases of the CaCO3
acked bed „dhÆdh,pore for fluid and dhÆdh,particle for solid…
Fig. 5 SEM picture of a

72701-4 / Vol. 131, JULY 2009
Representative elementary volume. REV indicates the minimum
volume for which the continuum assumption is still valid. REV is
determined based on the porosity for subvolume sizes at ten ran-
dom locations in the sample, as indicated in Fig. 3�b�. Note that
for an edge length l approaching zero, the porosity is either 0 or 1,
depending whether the point lies in the void or the solid phase.
Assuming a tolerance band of �0.01, lREV=0.0152 m �for
�0.02, lREV=0.0105 m; for �0.05 lREV=0.0054 m� and is used
as the minimum sample size in the following analysis.

Pore and particle size distributions. Opening, a mathematical
morphology operation consisting of erosion followed by dilation
using the same structuring element, is applied to calculate the pore
and particle size distributions, i.e., the size distribution defined by
the sphere that fits completely within the pore or particle space,
respectively. Figure 4 shows the distribution functions of the pore
and particle sizes. The median, mode, mean, and hydraulic diam-
eters dh,particle=4� /A0 and dh,pore=4�1−�� /A0 are listed in Table 1.
Thus, the assumption of geometrical optics is valid for �
�3500 �m.

4.2 Radiative Properties. In this section, the void phase and
the CaCO3 particles of the packed bed are referred to as fluid and
solid phases, respectively. The corresponding phase indices i , j
used in Eqs. �5�–�13� are 1 for the fluid phase and 2 for the solid
phase. Spectral calculations of the radiative properties are per-
formed for 150 distinct points between 0.1 �m and 100 �m.
Reflection and refraction at the specularly reflecting and diffusely
reflecting interfaces are modeled by Fresnel’s equations and dif-
fuse reflection/refraction, respectively.

Single-phase internal radiative properties. The fluid phase is
assumed to be transparent, i.e., its internal absorption and scatter-
ing coefficients �s,1 and �1, respectively, are equal to zero, and its
refractive index is equal to 1. The bulk properties of CaCO3 are
determined based on the properties of CaCO3 grains �monocrys-
tals�. They are randomly shaped and oriented, as seen in the scan-
ning electron microscope �SEM� photograph of Fig. 5. Their char-
acteristic size is 160 �m. Figure 6 shows the complex refractive
index m2=n2− ik2 of CaCO3 �25�. In the spectral range
0.2–6 �m, the imaginary part was obtained by applying the Lor-
entz theory �26�.
single CaCO3 particle

Transactions of the ASME
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The directional-hemispherical reflectivities at the specular
uid-solid interface for radiation incident from the fluid phase
sp,12 and for radiation incident from the solid phase sp,21 are
alculated using Fresnel’s equations �21�. The hemispherical re-
ectivities of both sides of a diffuse fluid-solid interface d are
qual to that for a diffuse CaCO3 surface �27�. For ��0.8 �m
nd ��2.5 �m, the hemispherical reflectivity is extrapolated
ith constant values 0.85 and 0.87, respectively. sp,12, sp,21, and

d are shown in Fig. 7 as a function of wavelength.
The internal radiative coefficients of CaCO3, �s,2, and �2, ob-

ained by applying the Mie theory, are shown in Fig. 8 �28�. The
pectral oscillations, particularly for ��6 �m, result from oscil-
ations in the complex refractive index �see Fig. 6�. The internal
cattering within CaCO3 is assumed isotropic ��2=1�. Figure 9
hows the ratio of the scattering efficiency factor for dependent
cattering, calculated by gas, packed-sphere, liquid, or modified-
iquid model �29�, to that for independent scattering calculated by

ie theory �assumed fv=1�. Dependent scattering effects are thus
eglected in this study since the maximal reduction in the scatter-
ng efficiency factor for 100 �m���0.1 �m is only about
0%.
Two-phase medium radiative coefficients. The scattering coeffi-

ients of the CaCO3 packed-bed two-phase medium are shown in
ig. 10 as a function of wavelength for the fluid phase �Figs. 10�a�
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ig. 6 Complex refractive index of CaCO3: „solid line… real part
btained experimentally †25‡, and „dashed line… imaginary part
btained by the Lorentz theory in the spectral range 0.2–6 �m
26‡ and experimentally in the remaining range †25‡
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ig. 7 Spectral directional-hemispherical reflectivities at the
pecular fluid-solid interface for selected incidence directions,
nd spectral hemispherical reflectivity of the diffuse fluid-solid
nterface

ournal of Heat Transfer
and 10�b�� and the solid phase �Figs. 10�c� and 10�d��, assuming
specularly reflecting particles �Figs. 10�a� and 10�c�� and diffusely
reflecting particles �Figs. 10�b� and 10�d��. The reflection behavior
of the fluid-solid interface significantly influences �s,ij and �s,refl,i.
For the fluid phase and specular interface, �s,refl,i��s,ij for �
�6 �m, while for the diffuse interface �s,refl,i��s,ij. For the
solid phase, �s,refl,i��s,ij, and this trend is independent of the
reflection interface type. �s,refl,1, obtained for the specular and
diffuse interfaces, clearly follows the shape of sp and d, respec-
tively �see Fig. 7�. �s,refl,2 and �s,21 are additionally influenced by
the presence of the total reflection phenomenon in the particle.
Obviously, for any phase, �s,ij is complementary to �s,refl,i since it
refers to the transmitted portions of radiation across the interface.

The extinction coefficients �i are shown in Fig. 11. They are
independent of the interface reflection type �specular/diffuse�. In
addition, �1 is independent of � as it is a function of the interface
geometry only. �2 increases with � because of the increasing �2
+�s,2. The spectral oscillations in �1 result from the statistical MC
oscillations. The spectral oscillations in �2 are mostly the result of
the spectral oscillations of �2 and �s,2 �see Fig. 8�.

Two-phase medium scattering phase functions. The probability
density functions of the directional cosine of the incidence angle
at the fluid-solid interface, determined by MC, are plotted in Fig.
12 for both phases. Assuming �2=�s,2=0, F�in,1 and F�in,2 com-
pare well to F�in

, computed for identical overlapping opaque
spheres �IOOS� and for identical overlapping transparent spheres

σs,2

κ2

λ (µm)

κ
2
,σ

s,
2
(m

−
1
)

10210110010−1

25000

20000

15000

10000

5000

0

Fig. 8 Internal absorption and scattering coefficients of
CaCO3 particles
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Fig. 9 Ratio of the scattering efficiency factor obtained for de-
pendent scattering calculated by gas, packed-sphere, liquid,
and modified-liquid models to that obtained for independently

scattering calculated by the Mie theory
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IOTS�, respectively �9,17�. For the real values of �2 and
s,2 ,F�in,2 depends weakly on �2 and hence on �. The depen-
ency of F�in,2 on �2 is explained by the fact that, for increasing

2, the incidence angles corresponding to longer paths occur less
requently. Functions F�in,i are then used to calculate the scatter-
ng phase functions by applying Eqs. �12� and �13�.

Figures 13 and 14 show the scattering phase functions for spec-
ral and diffuse interfaces, respectively, as a function of the cosine
f the scattering angle at selected wavelengths �=0.1 �m, 1 �m,
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Fig. 10 Spectral scattering coefficients of t
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10 �m, and 100 �m. �12 and �21 are identical for the specularly
reflecting solid-fluid interface because the Fresnel’s equation
gives the same results when the angle of incidence and transmis-
sion are interchanged �21�. The forward scattering peak decreases
with � due to increasing normal-hemispherical reflectivity of the
interface, which in turn is the result of the increasing n2 and k2.
Since total reflection is assumed for the diffuse interface, �21=0
for �s�−
1−�refl,tot

2 . For the specular interface, �refl,1 and �refl,2
are clearly functions of � due to the spectral variation of sp, while
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his cannot be observed for the diffuse interface. The jump of
refl,2 is explained by enhanced interface reflections for �s
1−�refl,tot

2 −�refl,tot. Obviously, �11 is equal to �refl,1 because
f the absence of internal scattering in the fluid
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phase. In contrast, �22 is mostly influenced by �2 because of the
large internal scattering in the solid phase �see Eq. �3��.

Sensitivity analysis. A MC parametric study is carried out to
elucidate the influence of the uncertainties in n2, k2, and d on the
radiative properties by varying by �20% their reference values
n2=1.64, k2=2.3�10−5, and d=0.87 at �=1 �m. These varia-
tions do not affect �i ��1% change�. �2 is influenced by varia-
tions of k2 �up to 20%� and n2 �6%� for specular and diffuse
fluid-solid interfaces. For the specular interface, variation of n2
leads to remarkable effect on �s,refl,1, �s,refl,2, �s,12, and �s,21 �up
to 66% change�, because sp depends on n2. For diffusely reflect-
ing particles, variation of n2 and k2 leads to only small variations
in �s,refl,1, �s,refl,2, and �s,12 �up to 5% change� due to the varying
particle optical thicknesses and the total reflection angles. The
change in �s,21 is up to 55%. The variation of d has a more
pronounced effect on the scattering coefficients. For example, for
d=1.0 �no refraction�, �s,ij=0, while reduction in d by 20%
nearly doubles �s,ij. Decreasing values of n2 augments the for-
ward scattering peaks of �12 and �21 for both specular and dif-
fuse interfaces, as seen in Fig. 15. This is due to smaller relative
angles between the incident and refracted rays for both specular
and diffuse interfaces, according to Fresnel’s equations. Variations
of k2 and d by �20% do not affect the scattering phase functions.
Variation of n2 has an effect on �refl,1 and �refl,2 for the specular
interface because the shape of sp��in� depends on n2. Specular
reflection generally leads to more pronounced forward scattering
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espectively, since the fraction of internal �isotropic� scattering is

λ = 100 µm
λ = 10 µm
λ = 1 µm
λ = 0.1 µm

µs

Φ
re

fl
,1

10.50-0.5-1

4

3

2

1

0

(a)

λ = 100 µm
λ = 10 µm
λ = 1 µm
λ = 0.1 µm

µs

Φ
re

fl
,2

10.50-0.5-1

4

3

2

1

0

(c)

Fig. 14 Scattering phase functions of the C
ing angle for a diffusely reflecting solid-fluid
1 �m, 10 �m, and 100 �m

n2 = 1.97
n2 = 1.64
n2 = 1.31

µs

Φ
1
2
,Φ

2
1

10.50-0.5-1

102

101

100

10−1

10−2

ig. 15 Scattering phase function �12 and �21 for specular
nd diffuse fluid-solid interfaces, as a function of the scattering
ngle cosine, for selected refractive indices n2=1.31, 1.64, and

.97

72701-8 / Vol. 131, JULY 2009
larger. Sensitivity analysis of the statistically determined charac-
teristic size of the grains indicates that reduced grain size en-
hances the variations in the extinction behavior for wavelengths
above 10 �m, while the opposite is true for larger grain sizes.
Changing the characteristic size by �20% leads to variations in
the extinction efficiency of up to 13%, scattering efficiency of up
to 25%, and absorption efficiency of up to 19%.

Accuracy and validation of the MC algorithm. MC convergence
is examined for 2-norms of F�in,i, Ge,i, Ga,i, and Gs,ij for 104, 105,
106, 107, and 108 stochastic rays, normalized with respect to the
reference solution for 109 rays, �= �ȳ− ȳref�2 / �ȳref�2, with ȳ being
the computed vector of the corresponding cumulative distribution
function for the corresponding number of rays. The results are
shown for the selected functions in Fig. 16. � decrease exponen-
tially with Nray. The maximum �=1.3, obtained for F�in,2 using
Nray=104, decreases to 1.2�10−2 using Nray=108. � is relatively
high for F�in,2 because of the large values of the optical thickness
inside the particles, which leads to a small number of rays reach-
ing particle boundaries and, consequently, high uncertainties in
F�in,2.

The MC algorithm was used to calculate the radiative charac-
teristics of an independently scattering particle cloud of large
opaque spheres for fv=1.6�10−3, d=2 �m, n=1.64, and k=2.6
�10−5 at �=1 �m. The scattering phase functions for diffusely
reflecting and specularly reflecting particle surfaces are plotted in
Fig. 17. Also shown are the corresponding phase functions ob-
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here Qs,d=d, Qs,sp=sp, and Qe=1 for large spheres without
iffraction �21�. The MC-computed scattering coefficients for dif-
use and specular particles, and the extinction coefficients are
071 m−1, 126 m−1, and 1237 m−1, respectively; the analytically
alculated ones are 1032 m−1, 121 m−1, and 1200 m−1, respec-
ively. Furthermore, the code was validated for IOOS and IOTS
17�.

The anisotropy of the sample was examined by subdividing the
olume domain in eight subvolumes and calculating �i along each
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coordinate axis for each subvolume �17�, assuming opaque par-
ticles. The results are presented in Fig. 18 and indicate the negli-
gible role of the sample’s anisotropy.

The MC algorithm was further used to compute the radiative
characteristics of a cubic ��=0.48� and orthorhombic ��=0.40�
packed bed of glass spheres �n=1.5, k=0 at �=0.6328 �m� with
diameter 1.269 mm. Since the glass particles are transparent at
�=0.6328 �m, I1�ŝ�= I2�ŝ� �18� and �MC=�1�+�2�1−��. �MC
was calculated to be 1775 m−1 and 1952 m−1 for the cubic and
orthorhombic bed configurations, respectively. The experimentally
determined value for a randomly packed bed ��=0.42� was �EX
=2326�416 m−1 �6�. The strength of the CT-based methodology
is that it can utilize the exact 3D geometry of porous media in the
limit of the geometric optics with negligible diffraction. Once the
accurate spectral bulk �microscale� radiative properties of the ma-
terial and interface are known, the macroscale radiative properties
can be determined with good accuracy.

5 Conclusions
A computational technique has been developed to study the

thermal radiative properties of two-phase media containing
densely packed large nonspherical semitransparent particles. The
3D digital geometry of a packed bed of CaCO3 particles was
obtained by employing CT and was used to directly determine
medium morphological characteristics such as porosity, specific
surface, pore and particle size distributions, and the REV for con-
tinuum domain. The collision-based MC method was applied to
calculate the probability distribution functions of the attenuation
path length and the direction of incidence at the fluid-solid inter-
face for the fluid and solid phases, which, in turn, were used to
obtain the radiative properties of the two-phase medium.

Spectral extinction coefficients were found to be independent
on the reflectivity type �specular/diffuse� of the fluid-solid inter-
face. In contrast, they depend strongly on the packed-bed geom-
etry and the internal extinction coefficient �s,2+�2, which in-
creases with wavelength due to the increasing complex refractive
index. The scattering coefficients associated with refraction and
reflection at the fluid-solid interface �s,ij �i� j� and �s,refl,i, re-
spectively, depend on its morphology and reflective characteristics
and on the internal radiative properties of the solid phase. �s,ij and
�s,refl,i behave complementary. Scattering functions related to the
diffraction phenomenon �ij �i� j� are restricted by total reflec-
tion. �refl,i strongly depends on wavelength for specularly reflect-
ing interfaces, while the opposite is true for diffuse-reflecting in-
terfaces. Forward scattering was found to be predominant for
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x-direction
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I l
/
I 0
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Fig. 18 Normalized mean intensity along three orthogonal di-
rections as a function of sample length
specular-reflecting particles, while backscattering is typical for
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iffusely reflecting particles. Large internal extinction coefficient
ith isotropic internal scattering lead to less pronounced direc-

ional behavior of �ii.
Directional determination of the extinction coefficient eluci-

ated the negligible anisotropy of the sample. The MC algorithm
as validated by computing the radiative properties of semitrans-
arent porous media reported in the literature.
The methodology presented here can be generally applied for

he determination of the radiative properties of porous materials of
omplex geometry, especially for low porosity media where mea-
urements become difficult.
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omenclature
A0 � specific surface, m−1

d � particle diameter, m
dh � hydraulic diameter, m
f � size distribution function, m−1

fv � volumetric fraction
F � probability density function
G � cumulative distribution function
I � radiative intensity, W m−3 sr−1

k � imaginary part of complex refractive index
l � length, m

m � complex refractive index
n � real part of complex refractive index

Nray � number of rays
Natt � number of attenuated rays

Nvox � number of voxels
Q � efficiency factor
r � distance between two points in the sample, m
r � position vector for spatial coordinates in the

sample, m
s � path length, m
ŝ � unit vector of path direction

s2 � two-point correlation function
V � total sample volume, m3

reek
� � absorption values of tomographic scans, m−1

� � extinction coefficient, m−1


 � Dirac delta function
� � porosity
� � absorption coefficient, m−1

� � radiation wavelength, m
�in � cosine of incidence angle

�refl � cosine of reflection angle
�s � cosine of scattering angle
�t � cosine of transmission angle
� � size parameter
� � normalized two-norm of relative error

� � bidirectional reflectivity, sr−1

� � directional-hemispherical reflectivity
� � scattering coefficient, m−1

�d � difference azimuthal angle �d=�in−�r, rad
�in � azimuthal angle of incidence, rad
�r � azimuthal angle of reflection, rad
� � scattering phase function
� � pore-space indicator function
� � scattering albedo

� � solid angle, sr

72701-10 / Vol. 131, JULY 2009
Subscripts
a � absorption

an � analytical
b � blackbody

boundary � medium’s boundary
d � diffuse

dep � dependent
e � extinction

EX � experiment
i, j � phase indices �1=void, 2=solid�
in � incoming

int � internal
max � maximum

op � opening
ref � reference
refl � reflection
refr � refraction

s � scattering
sp � specular
tot � total
� � spectral
� � initial
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thin-film-heater method is setup to measure the thermal conduc-
ivity of super insulating materials such as silica aerogels. The
xperimental setup is purposely designed for insulating materials
nd allows direct measurement of the thermal conductivity. Few
xperimental data are available in the literature concerning ther-
al conductivity of aerogels even though these materials are of
ajor interest in thermal insulation. More data are necessary in
rder to understand thermal transport and to validate existing
odels. Monolithic and granular silica aerogels are investigated.
ur experimental technique enables to quantify the influence of

mportant parameters, such as air pressure and distribution of
rain sizes, on the insulating performance of this material.
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eywords: thermal conductivity, silica aerogel, guarded hot
late, nanoporous media

Introduction
Silica aerogel is a nanoporous medium with remarkable physi-

al properties, which enables various applications �1�. An applica-
ion in the building sector such as super insulating material can be
f great interest as traditional insulation has reached its perfor-
ance limit. Indeed, silica aerogel is one of the most insulating

ynthetic materials. As reported in literature, experimental heat
ransfer through aerogels has been studied since 1985 �2,3�. Mod-
ls describing heat transfer in these materials have been proposed.
he analytical model proposed by Fricke et al. �4� and improved
y Hrubesh and Pekala �5� is based on the addition of three com-
onents due to the contribution of coupled heat transfer: conduc-
ion in the silica skeleton, conduction in the air-filled nanopores,
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eived January 26, 2009; published online April 30, 2009. Review conducted by
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ournal of Heat Transfer Copyright © 20
and radiation through nanopores. Recent numerical models have
studied in detail the solid and gaseous conductions in such nano-
porous media �6,7�. However, experimental studies are necessary
to validate these models. At the moment, few data can be found in
literature, particularly for monolithic samples.

The steady state method of the guarded hot plate is the most
appropriate and widespread method to obtain direct measurements
of thermal conductivities with low uncertainties. The first articles
dealing with this method applied to silica aerogels came from
Germany �2,3�. In 1989, LOLA III has been described as the most
complete setup to measure thermal conductivities of cylindrical
aerogel samples �8�. The method has been improved by the
Lawrence Berkeley National Laboratory. In 1996, a setup called
VICTOR is built where the hot plate is replaced by a thin hot film
�9�. Likewise, our experimental setup is based on a thin-film-
heater method that is convenient in order to decrease the lateral
heat losses, which are the first cause of error and which are in-
creased by super insulating samples. Moreover, our film is also
guarded as a second protection against heat losses.

In this paper, we first describe an entire experimental method to
measure variations in the thermal conductivity of super insulating
materials such as monolithic and granular silica aerogels, both
described here. New data on thermal conductivities of silica aero-
gels are then given in order to enrich a quite light literature in this
topic.

2 Experimental Design
The guarded thin-film-heater method is based on the guarded

hot plate method in steady state. The hot plate is replaced by a
thin film in order to avoid lateral heat losses. Our apparatus is
composed of a central cell placed in a vacuum chamber and the
required instrumentation.

2.1 Central Cell. Figure 1�a� shows the constitution of the
central cell. The thin-film-heater is placed between two identical
samples of the same thickness �e�, and each of them is in contact
with a cold plate on the other side. The electrical power is inte-
grally dissipated by the Joule effect and is divided into two equal
heat fluxes �q�.

The film is 0.185 mm thick and is composed of two layers. The
first one has two concentric resistances engraved on a kapton sup-
port �see Fig. 1�b��. The central resistance is 55 mm in diameter,
which determines the measurement surface �s�. The peripheral
resistance is called the guarded zone and has an external diameter
of 70 mm. The second layer of the film consists of two thermo-
couples of type T �copper-constantan� also engraved on a kapton
support. The central thermocouple gives the hot temperature
�Thot�, and the intermediate thermocouple gives the guard tem-
perature �Tguard�.

The two cold plates are cylinders made of brass 70 mm in
diameter and 8 mm in thickness. They are excavated in a spiral
form for the circulation of the cooled water. The water tempera-
ture is maintained constant using a thermostatic-controlled bath. A
thermocouple engraved on a kapton layer is attached on each sur-
face in contact with the samples and measures the cold tempera-
ture �Tcold1 and Tcold2 must be equal to assume symmetrical con-
ditions, see Fig. 1�a��.

2.2 Instrumentation. All temperatures and voltage are regis-
tered by a data acquisition device connected with a computer.
When the power supply is fixed in order to obtain Thot=Tguard and
when steady state is reached, data are registered within 2 h. Reg-
istered signals are filtered and averaged. Values are used to calcu-
late the thermal conductivity according to the following expres-
sion:

kapp =
q � e

�1�

�Thot − Tcold� � s
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The thickness �e� of samples is measured before and after each
xperimental session with a caliper.

The central cell described earlier is placed in a vacuum cham-
er. The chamber can be evacuated with a rotary pump �from 103

o 10−2 mbar� and a diffusion pump �down to around 10−5 mbar�.
combined pressure gauge monitors the primary and secondary

acuums.
The vacuum chamber is placed in a temperature-controlled

oom in order to obtain steady state during the experiment.

2.3 Uncertainty Analysis. Uncertainty from the measurement
s quantifiable. From Eq. �1�, the relative error on the thermal
onductivity can be written as

�k

�k�
=

�U

�U�
+

�I

�I�
+

�e

�e�
+

2 � �T

�Thot − Tcold�
+

2 � �r

�r�
� 5 – 9% �2�

ccording to the experiments. The absolute error of each compo-
ent is given by the apparatus.

Uncertainties linked to the experimental method are difficult to
uantify. First, the lateral heat losses are limited by using a
uarded thin film and by investigating thin samples. A contact
esistance can also exist between samples and plates. Surfaces in
ontact have to be as parallel and smooth as possible. A precision
crew enables precise positioning of the surfaces to bring them all
n contact with one another. Finally, the symmetry of the central
ell is assumed to justify the hypothesis of the heat flux division
nto two equal parts.

Sample Characteristics

3.1 Monolithic Aerogels. Monolithic samples are made at the
roupe d’Etude des Semiconducteurs, Montpellier, France. The
imensions of the supercritical drying system have determined the
imensions of the samples. Cylinders of 72 mm in diameter and 6
m in thickness are synthesized. The samples have slightly larger

imensions than the ones of the setup in order to take into account
hrinkage during aging and drying.

The experimental protocol consists of mixing the organometal-
ic precursor called tetramethooxysilane �TMOS� and the associ-
ted alcohol �ethanol� for 15 min at ambient temperature. The
ydrolysis solution is then slowly added. Ammoniac is chosen to
ake basic aerogels. The gelling mixture is introduced into con-

ainers at the chosen dimensions for samples. Gels are preserved
t ambient conditions during a number of days corresponding
o the aging period. Gels are then supercritically dried in their
wn containers. The temperature is increased to 623 K with a
eating speed of 0.2°C min−1. The pressure is decreased to

−1

Cold plate

� � � � � �Sample

Sample

Cold plate

Measurement surface s Peripheral
zone

e

e

q

q

T

T

T

Peripheral
zoneConnection

zone
Con

z

Thin
film
heater

T

(a)

Fig. 1 „a… Central cell of the thin-film-heater setup; „b
.1 bar min . The maximum pressure is equal to 125 bars.
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Two pairs of samples are successfully synthesized with an
apparent density of 110�4 kg m−3 and a specific surface of
547�22 m2 g−1.

3.2 Granular Aerogels. Granular samples are synthesized by
Cabot Corporation from a silicate solution sprayed in the presence
of an alcohol solution. Three different samples are studied in func-
tion of their grain size. The grains of each sample have a mean
diameter of 1 mm, 3 mm, or 5 mm. The mean diameter of the
pores, porosity, and density of the three samples are investigated
using a nitrogen absorption-desorption technique according to a
Brunauer Emmett Teller �BET� method. The three samples pre-
sented densities of about 225 kg m−3 and porosities of about 90%
with nanopores of about 15 nm.

The granular samples have to be packaged in containers to be
placed in the experimental setup. They are enclosed in containers
made of thin polyvinyl chloride �PVC� ring �internal diameter of
70 mm� covered by a plastic clingfilm �about 0.01 mm thick� on
the two surfaces in contact with the film heater and the cold plate.
Three thicknesses are chosen for the rings: 6 mm, 9 mm, and 12
mm. Rings are perforated to allow the evacuation of air during the
sample depressurization. For each sample and each ring thickness,
two identical containers are prepared with identical masses of ma-
terial.

4 Results

4.1 Monolithic Aerogels. Figure 2 shows that the apparent
thermal conductivity decreases rapidly as the air pressure de-
creases. From 10−2 mbar, thermal conductivity does not decrease
anymore, as gaseous conduction is then inexistent. For vacuumed
samples, the thermal conductivity is almost one-third of its value
under atmospheric conditions. Same trends are found in literature
�2,10�.

The results on monolithic samples are synthesized in Table 1.
The apparent and effective thermal conductivities are defined as
follows:

kapp = keff + kr �3�

where keff represents the part of the conduction in the silica skel-
eton and in the air-filled nanopores, and kr represents the part of
the radiative transport that can be quantified from the following
relation �4,5�:

kr =
16n2�Tr

3

3�app
Ksol

�sol

�4�

Under atmospheric conditions, thermal conductivity is lower than

d

on

2

(b)

cheme of the resistance layer composing the hot film
cold1

hot

guar

necti
one

cold
the one of air at same conditions. Under vacuum conditions, the
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hermal conductivity is extremely low �only 8 mW m−1 K−1�. The
art of gaseous conduction �=�keff�P=103 mbars− �keff�P=5�10−5 mbar�
s the most important. It is then interesting to use these materials
n a vacuumed way. At ambient temperature, the radiation part is
ow in comparison with the two others.

4.2 Granular Aerogels. For each grain size, all samples with
ifferent thicknesses �6 mm, 9 mm, or 12 mm� are tested several
imes to verify reproducibility. The sample thickness does not in-
uence the apparent thermal conductivity. Lateral heat losses,
hich might be due to a large thickness of samples, can then be
eglected.

Figure 2 shows thermal conductivities depending on air pres-
ure for the 9 mm thick granular samples with three different
iameters. When the grain size decreases, the apparent thermal
onductivity decreases too. As the grain size decreases, the size of
ntergranular voids decreases too and radiation is reduced. This
rend is in good agreement with other results published in Ref.
10� from measurements made by a hot wire method.

Moreover, the apparent thermal conductivity decreases signifi-
antly while air pressure decreases. Thermal conductivities are
btained starting from vacuum conditions to atmospheric pres-
ure. All experimental curves present two distinct steps expected
or porous materials with two different pore sizes. According to
ig. 2, the first stage occurs between 10−2 mbar and 0.5 mbar and
orresponds to the filling of pores between grains. The second one
tarts at about 50 mbars and is the consequence of the filling of
anopores within grains. For samples with grains of 1 mm in
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Fig. 2 Apparent thermal conductivity ve
lar samples

able 1 Summary of the measurements at atmospheric pres-
ure and at 5Ã10−5 mbar for monolithic samples „values are
resented in mW m−1 K−1 and for the mean temperature com-
rised between 300 K and 315 K…

Atmospheric
air pressure

Vacuum
conditions

103 mbars 5�10−5 mbar

app �measurements� 21�2 8�1

r �calculations, see Eq. �4�� 3 �radiative part�
eff �calculations, see Eq. �3�� 18�2 5�1 �solid part�
aseous part 13�3
ournal of Heat Transfer
diameter, the first stage tends to merge with the second one. The
smaller the grains, the higher the gas pressure where the first stage
of gaseous conduction occurs. A mixture of granulates with a
powder, which can fill the intergranular voids, should be then even
better to obtain lower thermal conductivities. Our results are in
good agreement with those of the literature �4,10�.

5 Conclusions
An experimental characterization of the thermal conductivity of

monolithic and granular silica aerogels is proposed in this paper.
The guarded thin-film-heater method under steady state, derived
from the hot plate method, gives the possibility to directly mea-
sure the thermal conductivity of super insulating materials in re-
straining lateral heat losses and in obtaining low uncertainties.

Several parameters are tested to analyze the variation in thermal
conductivity. Experimental results are in good agreement with the
results from the literature obtained by the hot plate or hot wire
method. For monolithic and granular samples, air pressure is a
crucial element. Their insulating performance can be largely im-
proved under vacuum conditions. The distribution of grain sizes is
also important for granular samples and can be optimized by re-
ducing sizes or mixing several sizes.

Nomenclature
e � thickness �m�
I � current intensity �A�
k � thermal conductivity �W m−1 K−1�
K � Rosseland mean extinction coefficient

�m2 kg−1�
n � refraction index
q � heat flux �W�
Q � heat flux density �W m−2�
r � radius �m�
s � measurement surface �m2�
T � temperature �K�
U � voltage �V�
� � absolute uncertainty
� � density �kg m−3�
� � Stefan–Boltzmann constant �W m−2 K−4�

Subscripts

10
−1

10
0

10
1

10
2

10
3

ssure (mbar)

s air pressure for monolithic and granu-
pre

rsu
app � apparent
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eff � effective
r � radiative

sol � solid phase
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he thermal characteristics of exit flow issued from an axial fan
idely used for impingement cooling of power electronics are
xperimentally studied. A new fan configuration is proposed to
mprove the impingement cooling performance at the center of a
niformly heated flat plate. Results demonstrate that the addition
f fin attachments to the fan hub housing the driving motor inten-
ifies reverse flow from the plate, leading to enhanced local heat
ransfer (up to 12%) relative to that of a reference fan. The effec-
iveness of hub fin attachments is limited to relatively short im-
inging distances �H /D�0.6�. �DOI: 10.1115/1.3109244�

eywords: axial fan flow, hub fins, reverse flow, impingement,
eat transfer

Introduction
Among a variety of different cooling schemes, impinging jets

re known to be an effective means for achieving desirable high
evels of heat dissipation and have been widely used in various
ndustrial processes including electronics cooling �1–4�. In some
pplications, the impinging jet flow is forced to swirl when exiting
jet orifice/nozzle, resulting in the commonly known swirling jet

5�. In this case, the axial, tangential, and radial velocity compo-
ents of the exit flow coexist. Typically, the swirling jet provides
more uniform distribution of local heat transfer than that achiev-

ble with a conventional jet. Furthermore, such swirling jet is
sually considered to be “steady.”

In comparison, flow in a conventional heat sink for electronics
ooling driven by an axial fan is “annular” and “periodically un-
teady swirling.” The former is attributable to the existence of a
an hub housing the dc motor, which displaces approximately
5% of the total flow area, leading to a “reverse flow region” at
he central portion of the base plate, coinciding with the fan axis
6,7�. The importance of the reverse flow region for electronics

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 23, 2008; final manuscript
eceived February 7, 2009; published online April 30, 2009. Review conducted by
inking Chyu.

ournal of Heat Transfer Copyright © 20
cooling is attributed to the fact that a heat source �e.g., central
processing unit �CPU�� is typically located in this region. The
latter is due to the presence of periodic tangential and radial flow
motions in fan exit flow, in addition to axial flow, generated by
rotating blades.

Despite numerous efforts made, a further study on heat transfer
enhancement in the reverse flow region is necessary, as impinging
heat transfer characteristics under such flow conditions are yet
fully explored. The present study aims to experimentally investi-
gate the pressure and heat transfer characteristics on a heated plate
subjected to impinging cooling from axial fan flow. Particularly,
the focus is placed upon how to improve heat transfer efficiency
in the reverse flow region. To this end, a novel axial flow fan with
hub fin attachments is designed, fabricated, and tested, and its
performance is compared with that of a conventional fan.

2 Design Considerations
The generic design of a conventional axial fan widely used in

electronics cooling is shown in Fig. 1. The hub of the fan housing
the motor displaces about 25% of the total flow area. As a result,
a high momentum flow driven by the fan exists radially off from
the fan axis �6�. Consequently, when the exit flow impinges on a
heated flat plate, intensified heat transfer takes place on the plate
off from the fan axis �7�. In electronics cooling, the heat source is
typically attached to the central portion of the base plate and is
posed in a flow region formed as a result of interacting reverse
flows. Heat transfer in this region is relatively low and hence
undesirable.

To improve impinging heat transfer in the reverse flow region, a
new design of the fan is proposed. The design uses additional fins
attached normally to the end of the hub to promote “flow interac-
tion” in the reverse flow region, while maintaining the original
shape of the fan blades �Fig. 1�. The straight fins have a length �a�
equal to the blade span �S� and a height �b� equal to 0.55S with a
thickness of 1 mm. The attached fins lead to about 15% increase
in the total weight of the fan and 7.7% reduction in rotation speed
from 2544�12 rpm to 2347�15 rpm when powered with 12 V
in the free exit. On the other hand, it is expected that the flow in
the reverse flow region is perturbed by the additional hub fins,
leading to enhanced heat transfer.

3 Experimental Details
The purpose-built test rig for measuring the exit flow from an

axial fan of diameter D is shown schematically in Fig. 2. An
acrylic plate, 0.3�0.6�0.01 m3 in size, was mounted on a linear
traverse system to vary the fan exit-to-plate spacing. Both the
reference fan and the new fan have seven forward-swept fan
blades and are ducted with a gap �tip clearance, � /S�0.03�. Ex-
cept for the additional hub fins, the new fan is identical to the
reference fan �Table 1�.

The inlet velocity �cx� was traversed upstream of the fan using
a Pitot tube, which was then used to calculate the volume flow
rate. With the dc fan motor powered at 12 V, the nominal volume
flow rate is approximately 0.00871 m3 /s �or 18.5 ft3 /m�. For
wall pressure measurements, a total of 14 flush mounted static
pressure tappings were laterally distributed on the base plate, all
connected to a differential pressure transducer.

An etched-foil heating pad, 151�254 mm2 in size, was used to
impose a constant heat flux �q�net=1400 W /m2� through the
plate. The other side of the heating pad was attached to a 0.01 m
thick Perspex™ plate. A T-type foil thermocouple, 13 �m in
thickness, was placed at the center of the heating pad, coinciding
with the fan axis, to monitor the plate surface temperature, Ts. The
plate was linearly traversed along the y-axis to measure the lateral
distribution of Nusselt number using the same foil thermocouple.
Prior to the measurements, the imposed heat flux �q�net� was mea-

sured by a foil heat flux gauge attached to the plate. A bead T-type

JULY 2009, Vol. 131 / 074502-109 by ASME
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hermocouple was used at the inlet of the fan to measure the inlet
ow temperature, Ti, which was used as reference.

Discussion of Results
Wall static pressure distribution. Figure 3 plots the wall pres-

ure coefficient Cp as a function of lateral position y /D for
/D=0.2 and 0.4 defined as

Cp =
ps − pin

�Vtip
2 /2

�1�

here ps is the static pressure on the plate, pin is the reference
tatic pressure, and Vtip is the blade tip speed. The uncertainties
ssociated with static pressure and pressure coefficient were esti-
ated �based on 20:1 odds �8�� to be within 2.9% and 4.1%,

espectively.

ig. 1 Conceptual design of axial flow fan with hub fins to
romote flow perturbation below the fan hub

Fig. 2 Schematic of axial fan test setup

able 1 Parameters of blades and axial flow fan units tested in
he current study

Fan type

Reference fan Fan with hub fins

an unit Fan diameter, D 67 mm
Hub diameter, Dhub 34 mm
Number of blades 7

lades Blade span, S 16.5 mm
Chord at hub �tip� 17 mm �24 mm�
Forward swept angle 30 deg
Pitch angle at hub �tip� +50 deg �+30 deg�
Twist angle �20 deg
Hub fin span,a N/A 16.5 mm
Hub fin height, b N/A 9 mm
74502-2 / Vol. 131, JULY 2009
For H /D=0.2, the static pressure is low in the reverse flow
region but high in the region after the peak at y /D� �0.45 �al-
though not as high as that in the stagnation region�. As the plate is
moved away from the fan exit, e.g., from H /D=0.2 to 0.4, the
location of the peak pressure is moved outward to about y /D
=0.5. When convecting downstream, the exit flow is affected by
centrifugal force caused by tangential flow, leading to the lateral
shift of the peak pressure �6,7�.

The difference in wall pressure distribution between the two fan
types is remarkable. Figure 3 indicates that, for the new fan, while
the pressure in the flow region after the peak is little affected, it is
pronouncedly lower in the reverse flow region than that of the
reference fan. For both fan types, as the separation distance is
increased, the pressure at y /D=0 is slightly increased while that at
the stagnation point is decreased. Correspondingly, the location of
the stagnation point is moved from y /D=0.45 to 0.6. It is inferred
that flow interaction in the reverse flow region is intensified, re-
ducing the wall static pressure in this region. By increasing the
separation distance, the reverse flow is weakened.

Characteristics of impinging heat transfer. Local Nusselt num-
ber on the plate surface is defined as

Nu = � q�net

�Ts�y/D� − Ti�
�D

kf
�2�

where kf is the thermal conductivity of air. The uncertainty asso-
ciated with the Nusselt number was estimated to be within 5.8%.

Figure 4�a� presents the distribution of Nusselt number on the
uniformly heated plate. At small separation distances �e.g., H /D
=0.2, 0.4� for the reference fan, the Nusselt number increases
monotonically when moving laterally outward from the plate cen-
ter, peaking approximately at y /D=0.5, and then decreases �Fig.
4�a��. For larger separation distances �e.g., H /D=0.6, 1.0, 2.0�,
the peak value moves outward from the fan axis, e.g., y /D=1.1
for H /D=2.0. This lateral shifting is, as in the case of wall pres-
sure, caused by the centrifugal force due to tangential exit flow.

With flow perturbation by fin attachments, the stagnation point
is moved closer to the fan axis for a given separation distance.
Furthermore, the overall trend of the Nusselt number distribution
is maintained while its magnitude is increased. In comparison, for
relatively small separation distances �e.g., H /D=0.2 and 0.4�, a
distinct feature of heat transfer associated with the new fan is that
the Nusselt number in the reverse flow region becomes compa-
rable or even higher than that in the outer flow region. However,

Fig. 3 Comparison of radial distributions of wall static pres-
sure coefficient „Cp… at H /D=0.2 and 0.4
no heat transfer enhancement due to fin attachments is observed in
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he outer flow region. In other words, only heat transfer in the
everse flow region for relatively short separation distances is en-
anced by flow perturbation due to hub fins.

Figure 4�b� plots the Nusselt number at y /D=0 as a function of
eparation distance for both fan types. At relatively large separa-
ion distances �H /D�0.6�, the use of hub fins has negligible in-
uence on the Nusselt number. As the separation distance is re-
uced, the influence of the hub fins increases, leading to, for
xample, about 12% enhancement of the Nusselt number at
/D=0.5.

ig. 4 Radial distributions of Nusselt number at H /D=0.2, 0.4,
.0, and 2.0 and effectiveness of hub fins at the reverse flow
egion: „a… y /D versus Nu and „b… H /D versus Nu at y /D=0
ournal of Heat Transfer
5 Summary
The cooling performance of an impinging axial fan flow has

been experimentally characterized. To enhance local heat transfer
in a particular region on a uniformly heated flat plate coinciding
with the axial fan axis, a new axial fan with hub fin attachment
has been designed and its cooling performance is compared with
that of a reference axial fan. The following conclusions are drawn.

�1� The hub fins are shown to intensify flow interaction �re-
verse flow� in a region on the flat plate coinciding with the
axial fan axis �reverse flow region�, resulting in up to 12%
enhancement of local heat transfer.

�2� The effectiveness of hub fins for local heat transfer en-
hancement in the reverse flow region is restricted to rela-
tively short separation distances �H /D�0.6�.

Acknowledgment
This work was supported by the National Basic Research Pro-

gram of China �Contract No. 2006CB601203� and the National
Natural Science Foundation of China �Contract No. 50676075�.

Nomenclature
Cp 	 static pressure coefficient �Eq. �1��
D 	 fan diameter, m
H 	 fan exit-to-flat plate spacing �separation dis-

tance�, m
Nu 	 Nusselt number �Eq. �2��
Re 	 Reynolds number based on fan diameter

rpm 	 revolution per minute
v 	 velocity component of exit flow, m/s

x ,y ,z 	 coordinates corresponding to axial, radial, and
tangential components
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eat transfer enhancement in channel flow by using an inclined
ortex generator has been numerically investigated. A square cyl-
nder is located on the centerline of laminar channel flow, which
s subject to a constant heat flux on the lower channel wall. As the
ylinder is inclined with some angle of attack with respect to the
ain flow direction, flow characteristics change downstream of

he cylinder, and significantly affect heat transfer on the channel
all. A parametric study has been conducted to identify the cause,
nd to possibly find the optimal inclination angle. It turns out that
he increased periodic fluctuation of the vertical velocity compo-
ent in the vicinity of the channel walls is responsible for the heat
ransfer enhancement. The large fluctuation is believed to be in-
uced by the large-scale vortices shed from the inclined square
ylinder, as well as by the secondary vortices formed near the
hannel walls. �DOI: 10.1115/1.3090808�

eywords: heat transfer enhancement, inclined square cylinder,
mmersed boundary method, channel flow, vortex shedding

Introduction
Periodic vortex shedding from a cylindrical object immersed in

ross-flow has been one of the classical research subjects for de-
ades because it induces periodic force loading on the object,
hich could significantly damage the cylindrical structure. Thus
ost of research on the vortex shedding has been focused on how

o control it in order to minimize its damage �1�. On the other
and, the large-scale vortices shed from a cylindrical object as a
ortex generator can be used to enhance heat transfer in a heat
xchanger �2�. Furthermore, the large-scale vortices induce sec-
ndary vortices on the walls of a heat exchanger, which also play
positive role in heat transfer enhancement �3�.
A rectangular cylinder has been popular in the research of vor-

ex shedding �4,5�, especially with emphasis on periodic vortex
hedding and its application to heat transfer. In most of the stud-
es, channel flow with a square cylinder aligned with the direction
f the main flow has been extensively considered. Valencia �6�
eported that heat transfer on the channel walls is enhanced in the
resence of a square cylinder, and that heat transfer becomes more
ffective as the blockage ratio and Reynolds number increase.
akagawa et al. �2� experimentally studied heat transfer charac-

eristics on the channel wall with a constant heat flux in a turbu-
ent flow regime using rectangular cylinders of different aspect

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received May 10, 2008; final manuscript received
ecember 13, 2008; published online May 6, 2009. Review conducted by Gautam
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ratios. They reported that the large-scale vortices generated by a
cylinder enhance heat transfer on the channel wall downstream of
the cylinder, and that the aspect ratio of the cylinder significantly
affects the heat transfer characteristics.

When a square cylinder is inclined with respect to the direction
of the main flow, flow separation may occur at various pairs of the
edges of the square, resulting in drastic change of the key flow
parameters such as force coefficients and the Strouhal number �St�
�7�. In the current numerical investigation, it is attempted to en-
hance heat transfer capacity in laminar channel flow �Fig. 1� by
taking advantage of the diverse flow characteristics of the vortices
generated by an inclined square cylinder. Heat transfer character-
istics vary with the inclination angle of the cylinder with respect
to the main flow direction. Further attempt has been made to find
the optimal inclination angle, which yields the maximum heat
transfer enhancement. A possible physical mechanism for the en-
hancement is also proposed. The current laminar result would be
the first step toward understanding the heat transfer enhancement,
which had been obtained in turbulent channel flow with a square
cylinder aligned with the main flow direction �2�, and also sheds
light on how to improve performance of heat exchangers by using
diverse large-scale vortices due to inclination of a vortex genera-
tor.

2 Formulation and Numerical Methodology
The current investigation requires a parametric study where nu-

merous numerical simulations must be performed with various
inclination angles. This kind of parametric study demands consid-
erable amount of computing resources; the computing efforts can
be significantly reduced by employing an immersed boundary
method, which facilitates implementing the solid surfaces of the
inclined cylinder on a Cartesian grid system.

The governing equations for two-dimensional incompressible
flow, modified for the immersed boundary method �8�, are as fol-
lows:

�uj

�xj
− q = 0 �1�

�ui

�t
+

�uiuj

�xj
= −

�p

�xi
+

1

Re

�2ui

�xj � xj
+ f i, i = 1,2 �2�

��

�t
+

�uj�

�xj
=

1

Re Pr

�2�

�xj � xj
+ F �3�

where ui �or u, v�, p, q, f i, F, and � represent the velocity com-
ponent in the xi �or x, y� direction, pressure, mass source/sink,
momentum forcing, heat source/sink, and temperature, respec-
tively. Re and Pr denote the Reynolds number and Prandtl num-
ber, respectively. All the physical variables were nondimensional-
ized by inlet uniform velocity �U0� and a proper length scale �l�. It
should be noted that for the dimensionless quantities associated
with the cylinder, such as force coefficients and the Strouhal num-
ber, we used l=h and Re=Reh. For those associated with the
channel wall, such as the Nusselt number and friction coefficient,
l=H and Re=ReH were used. Here, H represents channel height,
and h denotes the projected length of the square cylinder �Fig. 1�.
�=k�T−T0� /qwH, where T0, k, and qw represent inlet uniform
temperature, thermal conductivity of the fluid, and constant heat
flux on the channel wall, respectively. The governing equations
were discretized using a finite-volume method in a nonuniform
staggered Cartesian grid system. Spatial discretization is second-
order accurate. A hybrid scheme is used for time advancement;
nonlinear terms are explicitly advanced by a third-order Runge–
Kutta scheme, and the other terms are implicitly advanced by the
Crank–Nicolson method. A fractional step method was employed
to decouple the continuity and momentum equations. For detailed
description of the numerical method used in the current investiga-

tion, see Ref. �9�.
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Boundary Conditions and Numerical Parameters
The square cylinder of fixed size �A /H=0.2, where A is side

ength of the cylinder� is located on the channel centerline �Fig. 1�
ith an inclination angle ���. The Prandtl number is fixed as Pr
0.71, and the Reynolds number as ReH=500 and 750. The

treamwise length of the computational domain is L=10H, and
he cylinder is placed 0.6H downstream of the inlet �Fig. 1�. At the
nlet, uniform velocity and temperature were specified, while a
onvective boundary condition �10� was employed at the outlet
or both velocity and temperature fields. No-slip condition was
mposed on all the solid walls. For thermal boundary conditions
n the solid surfaces, a constant heat flux was specified on the
ower wall of the channel, while the other solid walls were as-
umed adiabatic. Grid cells were clustered near the solid walls
Fig. 1�b�� for better numerical resolution, and the number of grid
ells was determined by a grid refinement study as 2968�216 in
and y, respectively. The smallest grid cells of 0.0083h were

llocated near the channel walls and around the cylinder. We used
he tanh function for grid stretching; typical ranges of the stretch-
ng ratio are 1.001–1.057 in x direction, 1.01–1.15 in y direction.
welve cases ��=0,5 ,10,15,20,30,45,60,70,75,80,85 deg�
ere computed for each ReH.

Verification of the Code
For verifying our numerical methodology and resolution, our

esults with �=0 deg and h /H=0.125 and 0.2 are compared with
hose of other authors �4,5� in Fig. 2, where variations in mean
rag coefficient �Cd=drag / 1

2�U0
2h� and the Strouhal number with

eh are presented. In this computation for code validation, fully
eveloped flow was imposed at the inlet as the other authors did.
ur results are in good agreement with theirs, verifying that the
umerical scheme and resolution used in the current simulation
re adequate and reliable.

Results and Discussion
It would be more realistic to control heat transfer in practical

pplications by varying the inclination angle of a given square
ylinder. As � increases to 45 deg, the blockage ratio also in-
reases due to the fixed cylinder size. Thus for a given ReH, the
uid velocity between the cylinder and the channel wall accord-

ngly increases, affecting convective heat transfer on the channel
all in a positive manner. In Fig. 3, instantaneous streamlines

solid lines� together with instantaneous isothermal lines �dotted
ines� near the lower wall are presented depending on � for ReH
500. Figure 3�a� corresponds to the channel flow without the
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ig. 1 Flow configuration; „a… boundary conditions, „b… grid
ystem
quare cylinder. It is seen that a thermal boundary layer develops

74503-2 / Vol. 131, JULY 2009
on the lower wall �Fig. 3�a��. In the presence of the square cylin-
der �Figs. 3�b�–3�e��, the vortex shedding downstream of the cyl-
inder significantly affects fluid temperature in the vicinity of the
channel walls. One can notice that fluctuation magnitude of near-
wall streamlines increases with � up to 45 deg �Figs. 3�b�–3�e��,
implying the increase in vrms� near the lower wall, as seen in Fig. 4.
Figure 4 presents the distribution of the rms of periodic fluctuation
of the normal velocity component �vrms� � in the vicinity of the
lower wall �y /H=0.1�. In addition, the secondary vortices near the
wall �indicated by arrows in Fig. 3�e�� tend to intensify vrms� lead-
ing to more efficient heat transfer on the wall.

Figure 5 presents variations in the normalized �Nu� on the
lower wall, revealing a significant enhancement of heat transfer.
The corresponding value for the pure channel flow was used for
the normalization. The Nusselt number is defined as follows:

Reh

C
d

50 75 100 125 150

3

3.5

4

4.5 h/H=0.2, Present
h/H=0.2, Sharma and Eswaran(2005)
h/H=0.125, Present
h/H=0.125, Breuer et al.(2000)
h/H=0.125, Sharma and Eswaran(2005)|

(a)

Reh

St

50 75 100 125 1500.15

0.2

0.25

0.3(b)

Fig. 2 Comparison of „a… mean drag coefficient and „b… Strou-
hal number, over a range of Reynolds number for h /H=0.125
and h /H=0.2, �=0 deg

(a)

(b)

(c)

(d)

y/
H

(e)0.2

2 4 6 8 100

Fig. 3 Instantaneous streamlines and temperature contours,
ReH=500; „a… channel flow without a cylinder, „b… �=0 deg, „c…

�=15 deg, „d… �=30 deg, and „e… �=45 deg
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hconvH

k
=

1

�s
�4�

ere, hconv and �s represent convective heat transfer coefficient
nd local temperature of the lower wall, respectively. The mean
usselt number averaged on the entire lower wall was defined as

�Nu� =

�
0

L

Nu dx

L
�5�

here the overbar indicates time averaging, and � � denotes spatial
veraging on the lower channel wall. When �=0 deg, �Nu� in-
reases approximately by 5.5% compared with that of the corre-
ponding channel flow without the square cylinder ��Nuch��. In
articular, the maximum enhancement is obtained at �=45 deg,
pproximately by 21% compared with the corresponding channel
ow without the cylinder. This is consistent with Valencia’s result
6�, which says that heat transfer on the wall is enhanced as the
lockage ratio increases. Nakagawa et al. �2� performed experi-
ental measurement of �Nu� on the wall with a constant heat flux

n turbulent channel flow at ReH=15,000 and reported that the
arge-scale periodic and alternating rollup motion of the vortices
hed downstream of the rectangular cylinder significantly contrib-
tes to the extensive enhancement of heat transfer at the channel
all, which is consistent with our results.
To quantify the mean pressure drop caused by the inclusion of

ylinder, we define friction factor as f = ���p /L�H� / �1 /2�U0
2� and

eveal its value for some cases reported in the present study in
able 1. Here, �p and � represent mean pressure drop between
nlet and outlet, and fluid density, respectively. Thermal perfor-

ance �11� is accordingly defined as ��Nu¯ � / �Nu¯ ch�� / �f / fch�1/3 and
omputed, as seen in Table 1. Friction factor reaches its maximum
t �=45 deg, while thermal performance is rather flat.

Figure 6�a� shows the distribution of time-averaged friction co-
fficient �Cf� defined as

x/H

v’
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Fig. 4 Distribution of vrms� ; ReH=500, y /H=0.1
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ig. 5 Normalized mean Nusselt number for various inclina-

ion angles
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Cf =
�w

1
2�U0

2
�6�

where �w is time-averaged shear stress on the lower wall. Com-
pared with the pure channel flow, Cf greatly increases in the near-
wake region �0.6�x /H�3.5� due to the blockage effect of the
cylinder. Although very little difference in Cf is identified among
the cases in the far downstream region �x /H�3.5�, that is not the
case for rms of Cf fluctuation �Cf ,rms� �, as seen in Fig. 6�b�. Figure
6 confirms that heat transfer on the channel wall is strongly cor-
related with wall-shear-stress fluctuation rather than mean wall-
shear stress. This observation is consistent with the previous find-
ing that the amplified vertical periodic fluctuation of velocity �Fig.
4� enhances convective heat transfer on the channel walls because
vertical velocity fluctuation necessarily induces horizontal veloc-
ity fluctuation via continuity. Yang et al. �12� also reported that
mass transfer has a close correlation with wall-shear-stress fluc-
tuation in their corrosion study.

6 Conclusion
A numerical parametric study was carried out to investigate the

feasibility of utilizing large-scale vortices to enhance heat transfer
on a channel wall with constant heat flux. As a vortex generator,
an inclined square cylinder of fixed size �A /H=0.2� was em-
ployed, and its effectiveness was estimated depending on its in-
clination angle. Laminar flows at ReH=500 and 750 were consid-
ered.

The large-scale vortices shed from the cylinder induce periodic
vertical fluctuation of velocity, which enhances heat transfer on

Table 1 Friction factor and thermal performance

Inclination angle
�deg�

Friction factor Thermal performance

ReH=500 ReH=750 ReH=500 ReH=750

0 0.172 0.147 0.921 0.894
10 0.182 0.165 0.924 0.901
20 0.205 0.194 0.944 0.907
30 0.225 0.214 0.945 0.895
45 0.238 0.225 0.942 0.903
60 0.225 0.214 0.930 0.887
70 0.205 0.194 0.910 0.884
80 0.182 0.165 0.914 0.885
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Fig. 6 Distribution of „a… mean friction coefficient and „b… rms

of friction-coefficient fluctuation for ReH=500
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he channel wall. The maximum enhancement was obtained at �
45 deg approximately by 21%. In particular, secondary vortices
enerated on the channel walls also amplify the vertical fluctua-
ion of velocity, thus contribute to heat transfer enhancement. It
as also shown that heat transfer on the channel wall is closely

orrelated with wall-shear-stress fluctuation. Since vertical veloc-
ty fluctuation induces horizontal velocity fluctuation via continu-
ty, leading to wall-shear-stress fluctuation, the close correlation
upports our finding that vertical velocity fluctuation plays a key
ole in convective heat transfer on the channel wall, and an in-
lined square cylinder is an effective tool to control heat transfer
n channel flows by varying its inclination angle to generate de-
irable levels of vertical velocity fluctuation via vortex shedding.
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ransient Heat Transfer in a Partially
ooled Cylindrical Rod

awrence Agbezuge
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inite element and finite difference solutions are obtained for
ransient temperature distribution in a partially cooled cylindrical
od that generates heat at a uniform rate. A portion of the rod is
mmersed in a coolant reservoir that is maintained at constant
emperature, and the exposed portion of the rod is cooled by con-
ective heat transfer. Because thermal conductivity of the rod is
emperature dependent, the governing partial differential equation
s nonlinear. The analytical techniques utilized in solving the
roblem could be applied to analyzing the cooling of spent
uclear fuel rods. The finite difference method used to solve the
roblem utilizes an implicit formulation of the governing equa-
ion, and a numerical technique for handling the nonlinear terms.
alidation of the numerical solution is obtained by comparing the
esults at a specified time against those generated by a commer-
ial finite element software package. The computer model for the
roblem was used to estimate heat generation rates that could
nitiate meltdown of a fuel rod. �DOI: 10.1115/1.3090816�

eywords: nonlinear equation, conduction, convection, fuel rods,
oolant, numerical methods, finite difference, finite element

Introduction
The purpose of this paper is to present a finite element and an

mplicit finite difference method for solving a nonlinear transient
eat transfer problem that involves mixed boundary conditions.
he problem that is solved has practical significance related to the
ooling of spent nuclear fuel rods. The technique of using an
mplicit, unconditionally stable method for solving differential
quations is well known �1,2�. Nonlinearity of the governing
quation arises because the thermal conductivity of the rod is
emperature dependent.

The nonlinearity is handled by using partial derivatives at suc-
essive time steps, and by using time steps that will make the
erivatives vary slowly. This strategy is implemented in a soft-
are by using small time steps at the beginning stages of the

olution, when temperature gradients are high. As the solution
roceeds, temperature gradients become lower, and larger time
teps are used. This same strategy is utilized in a commercial
nite element software.
The problem solved is that of a heated cylindrical rod partially

mmersed in a coolant and partially cooled by convective heat
ransfer. Because of axial and rotational symmetries, the problem
s solved as a rectangular slice of the cylinder taken from its
enter to its outer radius. A computer program written in MAT-

AB® was used to obtain transient state temperature distribution in
he cylindrical rod.

As a test of reasonableness, temperature distribution along the
ylindrical axis of the rod was compared with results obtained
rom the commercial finite element program ANSYS®.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received June 3, 2008; final manuscript received
anuary 11, 2009; published online May 12, 2009. Review conducted by Gautam

iswas.

ournal of Heat Transfer Copyright © 20
Although this problem was solved primarily as an academic
exercise, the techniques and principles utilized in solving the
problem could be applicable in solving certain types of industrial
problems related to the cooling of spent nuclear fuel rods �3–5�. It
is a known fact that a major problem arose when cooling effec-
tiveness was compromised in nuclear fuel rods for the 3 mile
island nuclear emergency �6�. Solutions for problems related to
the cooling of fuel rods are essential for establishing guidelines
for cooling nuclear reactor fuels �7,8�. Recent work by Laursen et
al. �3� analyzed the cooling of spent nuclear rod fuels in a large
water pool, followed by convective cooling in concrete casks.
Wang et al. �9� performed studies on forced convection and boil-
ing heat transfer curves for clean rod surfaces in order to under-
stand crud formation on fuel pin clad surfaces, as observed in
pressurized water reactors. Gomez and Greiner �10� performed
two-dimensional simulations of steady natural convection and ra-
diation heat transfer for a 14�14 pressurized water reactor
�PWR� spent nuclear fuel assembly. More recent work related to
the cooling of nuclear fuel rods may be found in the cited refer-
ences �4,5,11,12�.

2 Problem Description
A cylinder rod of radius, a, and length, 2b, is submerged in

coolant to half its length �Fig. 1�. The rod generates heat at a
constant rate, f . The top surface of the cylinder is thermally in-
sulted. The cylindrical exposed surface of the cylinder exchanges
heat by convection with ambient air with film coefficient, h, and
ambient temperature, T�.

The objectives are �a� to create a finite difference model for
determining transient temperature distribution in the rod, and �b�
to validate the results obtained at a specified time against those
obtained from a commercial finite element software package. The
general form of the governing equation for the problem is

� · �k � T� + q = �cp

�T

�t
�1�

where T�r ,� ,z , t�=temperature variation in the cylindrical coordi-
nate system �r ,� ,z�, k=thermal conductivity, �=density, cp

=specific heat, t=time, and q=heat generation rate.
Because of rotational symmetry, variation with respect to the

�-coordinate is ignored. Because thermal conductivity is tempera-
ture dependent, �k= �dk /dT��T, and the governing equation in
cylindrical coordinates is

dk

dT
�� �T

�r
�2

+ � �T

�z
�2� + k� �2T

�r2 +
1

r

�T

�r
+

�2T

�z2 � + q�r,z� = �cp

�T

�t

�2�

Because of axial and rotational symmetries, the problem will be
solved as a rectangular slice of the cylinder taken from its center
to its outer radius.

The boundary conditions are

T�r,0,t� = TC, r � �0,a�

for specified coolant temperature at z = 0

T�a,z,t� = TC, z � �0,b�

for specified coolant temperature at r = a

�k�T�
�T

�r
�

r=a

+ h�T�a,z,t� − T�� = 0, z � �b,2b�

for convective heat flux at r = a

� �T

�z
� = 0, r � �0,a� for thermal insulation at z = 2b
z=2b
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= 0, z � �0,2b� as symmetry condition

The initial condition is T�r ,z ,0�=T0 ,r� �0,a� ,z� �0,2b�.
The problem is formulated as an implicit finite difference prob-

em and solved numerically for 10,000 s. Temperature distribution
s generated in the form of contour plots. To validate the solution,
esults obtained along the central axis of the rod are plotted to-
ether with the solution obtained from ANSYS®, a commercial
nite element software package.

Implicit FD Formulation of the Governing Equa-
ions

Finite difference �FD� discretization of the governing equation
s formulated by defining the dependent variable

Ti,j
�k� 	 T�ri,zj,tk� where ri = i�r, zj = j�z, tk = k�t

for �r = a/Nr, �z = �2b�/Nz; i = 0,1,2, . . . ,Nr �3�

j = 0,1,2, . . . ,Nz, k = 0,1,2, . . .

s an approximation, the nonlinear terms in the governing equa-
ion that involve partial derivatives will be split into partial de-
ivatives at successive time steps. At time step t+�t, we shall use
hese approximations

�� �T

�r
�2��t+�t�


 � �T

�r
��t�� �T

�r
��t+�t�

and

�4��� �T

�z
�2��t+�t�


 � �T

�z
��t�� �T

�z
��t+�t�

he approximations are reasonable and acceptable, provided that
mall time steps are taken when temperature gradients are high �at
he beginning of the solution�. As the solution proceeds, tempera-
ure gradients become lower and larger time steps may be taken.
nother approximation is to use integrated average values for

�T� and its derivative with respect to T. That is, over the tem-
erature range of �T1 ,T2�	�300,800�, the integrated average val-
es are computed as

k̄ =
1

T2 − T1
�

T1

T2

3�1 + ln�T��dT = 21.8

�5�

�̄ =
1

T2 − T1
�

T1

T2 3

T
dT = 0.0059

ecause the solution will be obtained at discrete time steps t

Fig. 1 Problem defin
0,�t ,2�t , . . . , the governing equation is written as
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��̄� �T

�r
��t�

+
k̄

r
�� �T

�r
��t+�t�

+ �̄� �T

�z
��t�� �T

�z
��t+�t�

+ k̄� �2T

�r2 +
�2T

�z2��t+�t�

+ q�r,z� = �cp

�T�t+�t� − T�t��
�t

After applying centered finite differencing on spatial coordinates,
the governing equation, in discretized form is

��rCr
k +

�r

ri
��Ti+1,j − Ti−1,j��k+1� + �zCz

k�Ti,j+1 − Ti,j−1��k+1�

+ �r�Ti+1,j + Ti−1,j − 2Ti,j��k+1� + �z�Ti,j+1 + Ti,j−1 − 2Ti,j��k+1�

+ Qij
k = Ti,j

�k+1� − Ti,j
�k�

�6�
for k = 0,1, . . . ; i = 0,1, . . . ,Nr; j = 0,1, . . . ,Nz.

where �r =
�̄�t

4�cp��r�2 , �z =
�̄�t

4�cp��z�2 , �r =
k̄�t

2�cp�r

�7�

�r =
k̄�t

�cp��r�2 , �z =
k̄�t

�cp��z�2 �8�

Cr
�k� = �Ti+1,j − Ti−1,j��k�, Cz

�k� = �Ti,j+1 − Ti,j−1��k�, Qij
�k� =

q�t

�cp

�9�

Limits for nodal indices i and j should be modified to handle
mixed boundary conditions for the problem. Because the method
of solution that is utilized for computer implementation is itera-
tive, the discretized equation should be written in a form that is
suitable for methods such the Jacobi, Gauss–Seidel, or successive
over-relaxation methods �13�. The implicit finite difference
method is stable and unconditionally convergent as opposed to the
explicit method. Enhancements to the implicit method such as
Crank–Nicholson or Galerkin �14� that use weighting or the alter-
nating direction implicit �ADI� method �15� could also be used.
The enhancements are not used for this problem, but they may be
necessary for improving stability and convergence for certain
types of boundary value problems. The iterative form of the dis-
cretized equation is

Ti,j
�k+1� =

1

D
�Ti,j

�k� + ��rCr
k +

�r

ri
�Ei,j

�k+1� + �zCz
kFi,j

�k+1� + �rGi,j
�k+1�

+ � H�k+1� + Q�k� �10�

n and FD grid set up
itio
z i,j ij �
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where Ei,j
�k+1� = �Ti+1,j − Ti−1,j��k+1�, Fi,j

�k+1� = �Ti,j+1 − Ti,j−1��k+1�

Gi,j
�k+1� = �Ti+1,j + Ti−1,j��k+1�, Hi,j

�k+1� = �Ti,j+1 + Ti,j−1��k+1�

�11�

D = 1 + 2��r + �z�
he boundary conditions are recast in discretized form for com-
uter implementation.

Numerical Solution of the FD Equations
In the computer implementation of the FD solution, a grid or
esh was set up as shown in Fig. 1.
The solution was obtained by assigning an initial temperature

f Tc to all nodes in the solution domain, and by selecting a small
ime step for the beginning of the solution. At each time step, the
iscretized equation is solved iteratively at all nodes within the
omain, while satisfying the mixed boundary conditions. Conver-
ence at a time step is obtained when the residual error becomes
ess than a specified residual error tolerance. The residual error is
omputed as the sum of relative errors between computed nodal
alues between successive iterations within the solution domain.
hen the residual error satisfies the specified criterion, another

ime step is taken.
As the solution proceeds, the number of iterations required for

onvergence at a specified time step decreases because tempera-
ure gradients decrease. This provides the opportunity to increase

Fig. 2 Contour plot for
Fig. 3 Summary and compariso

ournal of Heat Transfer
the size of the time step in order to reduce computational time.
This same technique is used by commercial finite element pro-
grams.

For the example presented in this paper, input data used for the
FD solution are given in Fig. 1.

Contour plots for temperature after 10,000 s from the FD solu-
tion are shown in Fig. 2.

Comparison of transient temperature along the axis of the cyl-
inder at two locations is shown in Fig. 3. The good agreement
validates the finite element solution, and confirms that the ap-
proximations that were made to the nonlinear governing equation
are reasonable.

Of interest is the rate of heat generation that could initiate melt-
down of the fuel rod. Variation of the temperature at the top of the
cylinder axis was obtained by running several simulations of the
computer model at varying values of heat generation rate. Tem-
perature in the cylinder after 10,000 s was considered as the
steady state value because it asymptotically approaches steady
state, as is typical of parabolic partial differential equations. For
typical stainless steel 316, the melting temperature �16,17� of
about 1700 K will be initiated by heat generation rates of
10 MW /m3 or above.

5 Finite Element Solution and Computer Implementa-
tion

Because of axial and rotational symmetries, only a two-
dimensional slice of the cylinder was modeled.

perature after 10,000 s
n between FE and FD results
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Finite element solution for the problem in ANSYS® was ob-
ained by following these main steps.

• An eight-node PLANE77 thermal element was selected.
Material properties �see Fig. 1� were assigned and
temperature-dependent thermal conductivity was specified
in tabular form.

• The rectangular geometry was created and map meshed with
20 divisions per line boundary. The boundary conditions and
initial condition were specified. The solution was obtained
to within 2% relative error accuracy by using h-mesh refine-
ment.

• Because the governing equation is nonlinear, three time
steps were specified: �tmin=5, �tmax=100, and �t=50. The
solution was printed at every load step.

• Contour plot for temperature distribution was generated at
the end of the simulation time of 10,000 s in the postpro-
cessor.

• Time history data at two locations: r=0 and z=0.2,0.4 were
obtained in the time history postprocessor.

Table 1 lists temperature at three locations A, B, and C with
oordinate �r ,z�= �0,0.2�, �0.0.4�, and �0.2,0.4�, respectively. The
greement between the finite element and finite difference solu-
ions is excellent, with relative error less than 1%.

Results and Discussion
Comparison of temperature distribution at three locations in the

olution domain indicates that the finite element and FD solutions
re in excellent agreement.

Because of axial and rotational symmetries, a two-dimensional
lice of the problem was modeled in cylindrical coordinates in
rder to save computational resources. The entire cylindrical rod,
r an angular wedge taken from the cylinder, should yield the
ame results as obtained from the slice. This was demonstrated by
xcellent agreement between the solution obtained with a two-
imensional slice taken from the cylindrical rod, and the solution
btained with a 20-deg wedge taken from the rod.
This paper has demonstrated the use of a numerical method for

olving a transient nonlinear heat transfer problem typical of that
ound in fuel rods. The method requires that reasonable approxi-
ations be made to handle nonlinearity in the governing partial

ifferential equation. Application of the method could be used for
olving practical problems that are necessary for establishing
afety criteria for shutting down operation of fuel rods, should the
ooling system should become compromised or ineffective.

The ability of the commercial finite element method to handle
onlinear problems has also been demonstrated, because material

Table 1 Comparison of temp

t
�s�

TA
�K�

FD Slice Wedge FD

0 300 300 300 300
100 305 305 305 305
200 310 310 310 310
500 325 325 325 325

1,000 346 347 347 350
2,000 378 379 379 395
5,000 431 431 430 492
10,000 468 465 463 563
74504-4 / Vol. 131, JULY 2009
property variations �such as temperature-dependent thermal con-
ductivity� are easily handled at the element level.

The computer model was used to project that heat generation
rates of about 10 MW /m3 and above will initiate meltdown of
typical stainless steel 316, with melting temperature of about 1700
K.
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ture at two selected locations

TB
�K�

TC
�K�

Slice Wedge FD Slice Wedge

300 300 300 300 300
305 305 305 305 305
310 310 310 310 310
325 325 324 324 324
350 350 348 348 348
395 395 391 391 391
491 490 481 480 479
558 556 549 544 541
era
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Erratum: “Nanofluids: Synthesis, Heat Conduction, and Extension”
†Journal of Heat Transfer, 2009, 131„3…, p. 033102‡

Liqiu Wang and Xiaohao Wei
There was a symbol mix-up in Sec. 3. Therefore corrections are
eeded in the paper, as follows.

1. Page 033102-4: Eqs. �9�–�14�, �16�, and �18� should read

��

��T���

�t
= k����T��� + k����T��� + ha���T��� − �T����

�9�

��

��T���

�t
= k����T��� + k����T��� + ha���T��� − �T����

�10�

���

�

�t
− k��� + ha� − k��� − ha�

− k��� − ha� ��

�

�t
− k��� + ha�

���T���

�T��� � = 0

�11�

�	��

�

�t
− k��� + ha�
	��

�

�t
− k��� + ha�


− �k��� + ha��2��Ti�i = 0 �12�

��Ti�i

�t
+ �q

�2�Ti�i

�t2 = ���Ti�i + ��T

�

�t
���Ti�i�

+
�

k
�F�r,t� + �q

�F�r,t�
�t

� �13�

�q =
����

ha���� + ���
, �T =

��k�� + ��k��

ha��k�� + k�� + 2k���

k = k�� + k�� + 2k��, � =
k�� + k�� + 2k��

� + �
� �

ournal of Heat Transfer Copyright © 20
F�r,t� + �q

�F�r,t�
�t

=
k��

2 − k��k��

ha�

�2�Ti�i �14�

k

k�

=
k�� + k�� + 2k��

k�

�16�

�T

�q
= 1 +

��
2k�� + ��

2k�� − 2����k��

�����k�� + k�� + 2k���
�18�

2. Page 033102-4: The line below Eq. �10� should read “where
k�� and k�� are the effective thermal conductivities of the
�-.”

3. Page 033102-4: The second line below Eq. �14� should read
“conduction equation with ��k��

2 −k��k��� / �hav���2�Ti�i as
the DPL.”

4. Page 033102-4: The fourth line below Eq. �17� should read
“nanoparticle-fluid interface due to the term k��+k��

+2k��.”
5. Page 033102-4: The seventh line below Eq. �17� should read

“thus focus on k��+k��+2k�� to develop predicting models
of thermo-.”

6. Page 033102-4: The paragraph above Eq. �18� should read
“To show the possibility of conductivity enhancement, con-
sider.”

7. Page 033102-4: The second line below Eq. �18� should read
“of ��

2k��+��
2k��−2����k��. Therefore, by the condition

for the ex-.”
8. Page 033102-5: The first equation should read

��
2k�� + ��

2k�� − 2����k�� � 0

9. Page 033102-5: The eighth line in the second paragraph in
Sec. 4 should read “k�-enhancement can occur for all cases
with k��+k��+2k��	k� �Eq.”

10. Page 033102-6: In the Nomenclature list the symbols k�

and k� should be changed into k�� and k��, respectively.
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